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Abstract—Programming heterogeneous platforms to achieve high performance is laborious since writing efficient code requires tuning at a low level with architecture-specific optimizations and is based on drastically differing programming models. Performance portability across different platforms can be achieved by decoupling the algorithm description from the target implementation. We present Hipacc (http://hipacc-lang.org), a framework consisting of an open-source image processing DSL and a compiler to target CPUs, GPUs, and FPGAs from the same program. We demonstrate Hipacc’s productivity by considering real-world computer vision applications, e.g., optical flow, and generating target code (C++, OpenCL, C-based HLS) for three platforms (CPU and GPU in a laptop and an FPGA board). Finally, we showcase the real-time processing of images acquired by a USB camera on these platforms.

Image processing underpins many of today’s smart systems ranging from medical imaging up to advanced driver assistance systems. Yet, there is not any best computing platform that always meets the requirements of target systems regarding performance, energy efficiency, and power. Mobile devices like phones and tablets strive for efficient implementations to save battery live; driver assistance systems require image processing to be in time; and systems in medical imaging have to process extremely high data volumes fast. A dedicated microcontroller, a central processing unit (CPU) or graphics processing unit (GPU) embedded in a system-on-a-chip (SoC), or a field programmable gate array (FPGA) might be possible target architectures. Yet, implementation code needs to be rewritten in a programming language that is suitable for a selected target. Furthermore, high performance can mostly be achieved only with platform-specific optimizations, which make the code lengthy and hardly reusable or even not portable. This is a time-consuming task even for platform experts, yet almost insurmountable for algorithm developers who are often mainly interested in mathematical models.

As a solution, the Heterogeneous Image Processing Acceleration (Hipacc) framework [1], [2] decouples the algorithm description from low-level implementation details utilizing a domain-specific language (DSL), thus enables highly optimized and efficient target code generation via source-to-source compilation. Initially developed to target GPUs from Nvidia and AMD, Hipacc was subject to multiple extensions over the years. These extensions involve code generation for other accelerators, such as embedded GPUs [3] and FPGA devices [2], [4] through high-level synthesis for Xilinx and Intel/Altera FPGAs. Figure 1 provides a visual overview of the framework and its target architectures. Our approach allows compact algorithm descriptions (i.e., a high productivity), portability between different target platforms, as well as excellent execution speed (performance) compared to state-of-the-art frameworks.

In this demonstrator, we present Hipacc’s ease of image processing system design. We provide DSL application codes for various image processing algorithms, including Harris corner detection and optical flow, from which code is generated for any of the selected target platforms. Thereby, we target the CPU and GPU in the demonstrator laptop as well as an FPGA that is connected via ethernet. Additionally, we show that other C++ libraries, such as the socket library that is used for the Ethernet connection, can be orchestrated with Hipacc as a benefit of having a DSL embedded in C++.
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