Reliability Challenges of Real-Time Systems in Forthcoming Technology Nodes

Said Hamdioui
Computer Engineering
Delft University of Technology, The Netherlands

Dimitris Gizopoulos
Department of Informatics
University of Athens, Greece

Groeseneken Guido
Imec Leuven, Belgium & ESAT Dept, KU Leuven, Belgium

Michael Nicolaidis
TIMA laboratory
Grenoble, France

Arnaud Grasset
Thales Research & Technology
Palaiseau, France

Philippe Bonnot
Thales Research & Technology
Palaiseau, France

Abstract—Forthcoming technology nodes are posing major challenges on the manufacturing of reliable (real-time) systems: process variations, accelerated degradation aging, as well as external and internal noise are key examples. This paper focuses on real-time systems reliability and analyzes the state-of-the-art and the emerging reliability bottlenecks from three different perspectives: technology, circuit/IP and full system.
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I. INTRODUCTION

With the continuous downscaling of CMOS technologies, reliability is more than ever before becoming a major bottleneck due to several reasons. First, the electric fields and current and power densities have increased continuously and are now reaching the maximum values that can be allowed for CMOS reliable operation. At the same time an impressive effort is taking place introducing new materials and novel device architectures to maintain the effective performance scaling. New materials like high-k dielectrics and metal gates for both logic and memory technologies as well as novel device concepts such as multiple gate FETs have already been introduced, while Ge or III-V materials for high mobility devices are under investigation. These new materials and devices often have unknown reliability behavior and usually introduce new failure mechanisms, whereas the requirement for immediate employment does not allow enough time for the exploration of their reliability properties in detail. Moreover, the market is continuously demanding higher reliability levels expressed as single digit FIT rates (1 FIT = 1 failure per 10^9 hours of operation) for present technologies. In the past, the technological reliability margins that were available to achieve the required failure rate levels were always sufficiently high, but in the emerging technologies this becomes more and more cumbersome.

As an example of the trends in the electric fields existing in the transistors under operating conditions, Fig. 1 shows the evolution of the oxide and silicon fields (Eox and Esi) as a function of the gate length [1] over the past 40 years; for the oxide field Eox we used the Effective Oxide Thickness, EOT, to calculate the effective field in the interfacial oxide layer, which is the maximum field in the dielectric stack. Clearly, three periods can be identified: a first constant voltage scaling period in the seventies and eighties, in which the power supply voltage was not reduced when scaling the geometries, and consequently the fields increased continuously with scaling. This was followed by a more or less constant field scaling period, in which the power supply voltages were reduced with every new technology node, so that the fields saturated at a certain plateau. Since the 65nm node, however, the power supply voltages are saturating at a level around 1V, and can’t be reduced further because of the non-scaling sub-threshold slopes of the MOSFETs. As a result, a further increase in the electric fields is observed, which starts to put new constraints on the reliability of the devices. The power density has also continuously increased, leading to higher chip temperatures, and consequently an even faster acceleration of the degradation mechanisms. All these factors lead to a strong reduction of the reliability margins for most failure mechanisms.

These technology trends clearly pose severe challenges on the reliability of future (embedded) computing systems [2]. The severity of these technology induced concerns depends primarily on the target application domain. For safety- and mission-critical systems, the decreasing reliability of hardware platforms is of utmost importance. Therefore, a deep rethinking of design practices becomes essential; and designing dependable embedded systems on top of less reliable hardware platforms requires the following challenges to be addressed:

- **Transistor aging:** Critical embedded systems are designed for long service life ranging from around 10 years in the case of automotive to 25 years in the case of an avionic system. Due to accelerated aging in future technology nodes, early wear-out effects could occur...
during the service life of the system and jeopardize the success of the mission or the safety of the system.

- **Operational reliability**: Embedded systems used in mission-critical or safety-critical applications, and often operating in harsh environments. Achieving the required level of reliability becomes a tough task because of the greater sensitivity of devices to soft errors and the increasing device variability.

- **Predictability**: Most critical embedded systems are hard real-time systems, and violation of timing constraints can lead to system failure. Guaranteeing of the execution times are therefore mandatory. However, determining the Worst-Case Execution Time is extremely difficult with the introduction of aggressive architectural techniques and the emergence of multi-core processors, not to mention the reliability issues which add new sources of indeterminism.

- **Certification and qualification**: Safety is the primary concern in avionics and transportation systems. Design of such systems has to comply with multiple safety standards. The qualification of the components or the technologies used for these systems is essential to ensure that the system meets the expected criteria. The relentless technology scaling will dictate a revision of the qualification procedures and the failure models.

Moreover, classical figures-of-merit such as the processing power and the consumed energy are likewise relevant design objectives for critical embedded systems.

II. **CHALLENGES IN ASSESSING AND ASSURING RELIABILITY OF NANO-SCALED CMOS TECHNOLOGIES**

Till recently, reliability assessment and assurance was mainly carried out at the technology level, through accelerated testing for each major failure mechanism. Accelerated test methodologies and models have been developed and are available for the following failure mechanisms: hot carrier degradation [3], [4], time-dependent dielectric breakdown (TDDB) [5], negative-bias- temperature instability (NBTI) [5], electromigration [7], stress voiding [8], interconnect dielectric instability and breakdown [9]. Due to the trends mentioned earlier, however, reliability margins of these failure mechanisms are reduced, in some cases even to zero. As an example, Fig. 2 shows the maximum gate voltage overdrive for nMOS and pMOS transistors that can be allowed for a maximum $V_{th}$ shift of 50mV during 10 year lifetime, under Bias-Temperature-Instability conditions as a function of the effective oxide thickness (EOT) [10]. As one can see, the maximum gate overdrive drops below the level of 0.7V for sub-1nm EOT devices, and goes even at a higher pace down to zero between 0.8 and 0.5 nm EOT. This means that it will become more and more difficult to guarantee the lifetime of the transistors as it was done before using the classical accelerated testing approaches. Although there are some technology solutions, such as the use of SiGe-based substrates, which were shown to have much higher BTI lifetimes [11], in the future we will have to learn to design reliable circuits with unreliable components. Interaction with the design community to fine-tune the lifetime assessment and using realistic circuit-based failure criteria becomes mandatory [12].

On top of this trend another one is observed in reliability characterization, namely the impact of increasing statistical variability of the degradation effects, comparable to the well-known increasing variability of the initial parameters. Until now, the large micrometer-sized FET devices of the past CMOS technologies were considered identical in terms of electrical performance. Similarly, the application of a given stress resulted in an identical parameter shift in all devices. With the gradual downscaling of the FET devices the oxide dielectric was the first to reach nanometer dimensions, thus introducing the first stochastically distributed reliability mechanism—the time dependent dielectric breakdown [13]. With the shrinking of lateral device dimensions to sub-22nm levels, variations between devices start to appear due to effects such as random dopant fluctuations and line edge roughness [14], [15]. Similarly, application of a fixed stress in such devices results in a distribution of the parameter shifts [16], [17]. Understanding these distributions is crucial for correctly predicting the reliability of future deeply downscaled technologies [18]. In such deeply downscaled CMOS technologies only a handful of defects is present in each device, while their relative impact on the device characteristics is significant. The behavior of these defects is stochastic, voltage and temperature dependent, and widely distributed in time, resulting in each device behaving very differently during operation. Fig. 3a shows a typical result of a Measure-Stress-Measure (MSM) measurement of seven relaxation transients following NBTI stress [1]. As already reported previously [16], [17], clear steps caused by single discharge events are visible in the NBTI relaxation transients. For larger device sizes these relaxation transients are continuous and spread over several decades in time. In this case, however, the average step height is significantly larger than reported earlier. The down-steps were detected in relaxation traces (Fig.3a) in all measured pFETs and a histogram of the step heights can be constructed (Fig. 3b). It is important to note here that the steps corresponding to a single discharging event in some devices exceed 30 mV, the NBTI lifetime criterion presently used by some groups, which means that 1 single charge can cause threshold voltage shifts as high as the failure criterion.
This trend leads to a shift in our perception of reliability: the “top-down” approach (deducing the microscopic mechanisms of average degradation in large devices) is being replaced in deeply-scaled devices by the “bottom-up” approach, in which the time-dependent variability of several degradation mechanisms, such as RTN and BTI, is understood in terms of charging and discharging of individual defects [18], [19]. It has been recently shown that the properties of individual charged gate oxide defects can be observed and measured [17], [18], [22]; these include capture time $\tau_c$, emission time $\tau_e$, occupancy, and the impact on the device characteristics. Values of $\Delta V_{th}$ caused by individual defects appear to be approximately exponentially distributed in our devices (Fig. 3b) [18], [19]. This is explained by the random dopant distribution in each deeply-scaled device. The average $\Delta V_{th}$-value of the distribution $\eta$ scales inversely with device area but will improve with lower channel doping concentrations [23]. The knowledge of single defect impact distribution, combined with the assumption of Poisson-distributed number of defects per device, allows predicting the distribution of the total degradation per device [18], [21] and projecting the fraction of failing devices at 10 years (Fig. 4) [24].

It is generally accepted that the vanishing of reliability margins assessed using the classical method, and the systematic and statistical variability caused by the stochastic nature of the failure mechanism will have to be considered in the design of future circuits and systems. To that end, the time dependence of the parameter distributions during circuit operation, after being thoroughly understood, will need to be inserted into circuit simulators. Our research has also shown very strong workload-dependent characteristics in the aging of scaled devices and wires. As a result a need has emerged for mixed statistical-deterministic modeling approaches [12] as opposed to the early worst-case modeling or more recent statistical modeling options. Reliability assessment of future applications can thus be seen as time-dependent variability analysis. All this will ultimately lead to a paradigm shift in the reliability assessment and assurance of future technologies, circuits and systems, which will have to be guaranteed at the system design level rather than at the device and technology level. Research is underway to develop such reliability-aware design technologies which will change the operation conditions of the critical transistors during run-time, as will be discussed in the next sections.

III. HIGHLY FLEXIBLE ROBUST CIRCUIT DESIGN SCHEMES

Technology scaling steadily increases process, voltage and temperature variability, sensitivity to soft errors and electromagnetic interferences, and accelerates circuit aging. These mechanisms generate timing faults, Single Event Transients (SETs) and Single Event Upsets (SEUs), which increasingly affect parametric yield and/or reliability. Thus, fault tolerant design becomes mandatory [25]. Traditional fault tolerant design, however, relies mainly on expensive (high areas) and most importantly, very power costly schemes such as double or triple modular redundancy for random logic and error correcting codes for regular structures such as memories. These schemes are not suitable for future low-power requirements in nanotechnologies.

One solution that can address the shortcomings of classic approaches is the double-sampling scheme, introduced in [26], detects timing faults, SEUs and SETs at low cost. It uses a redundant sampling element to capture the combinational circuit outputs at a different instance than the regular sampling element (latch of flip-flop). Two implementations are proposed in [26]. The first is referred to as delayed-clock double-sampling: it delays the clock of the regular sampling element by a time interval $\delta$, and uses it to rate the redundant sampling element. This scheme is preferably implemented using both clock edges for the operation of the two sampling elements. The second implementation, delayed-data double-sampling, delays the data signal entering the input terminal D of the second sampling element by $\delta$ (rather than delaying the clock). In the delayed-clock implementation, the redundant sampling element samples data at a time $\delta$ after the regular sampling element, while in the delayed-data implementation, the redundant sampling element samples data produced at a time $\delta$ before the latching event of the regular sampling element.

The properties of the double-sampling scheme have been exploited in various manners. To reduce the implementation cost, [27] uses the delayed-clock implementation to check signals connected to long circuit paths, and the delayed-data implementation to check signals connected only to short paths. Subsequent works [28], [29], [30] use the delayed-clock implementation to aggressively reduce voltage level (and thus power dissipation) to cope with variability and aging [31]. On the other hand, references [32], [33] use the delayed-data implementation for detecting circuit degradation due to aging.

Fig. 3. (a) Typical result of 7 NBTI relaxation transients following the indicated stress times, (b) Histogram of transient step heights for 72 devices shows exponential distribution [1].

Fig. 4. Predicted 10 years maximum overdrive cumulative distributions of the pFET for $\Delta V_{th}=30$ mV at $t_{relax}=1$ ms for various device area. The median overdrive is independent of device area but a significant fraction exceeds failure criteria at lower overdrives, as the device area decreases [24].
and preventively modify clock frequency to avoid failures. While the use of the delayed-data implementation for circuit failure prediction does not require error recovery mechanisms, the use of the delayed-clock implementation to detect errors induced by timing faults, transients, or SEUs needs support for error recovery. Reference [26] proposes error recovery by re-execution (retry) of the most recent operations at reduced clock speed. It also proposes the circuit to be used at higher frequency than normally allowed, and use the double sampling and retry mechanisms to detect and correct infrequent errors. References [28], [29], [30] propose modifications to the double sampling circuitry to also implement error correction at circuit-level. However, as noted in [31], re-executing the latest instruction (instruction replay) is more efficient in processor designs. Thus, this paper considers double-sampling architecture enabling error detection only.

A fundamental limitation of the delayed-clock scheme is that the redundant latches sample data at a time $\delta$ after the regular sampling elements. Thus, if the circuit comprises paths with delays shorter than $\delta$, false error detections will be produced. To deal with this shortfall, buffers have to be added in the circuit short paths, to guarantee that no path has a delay shorter than $\delta$. Thus, the double-sampling scheme is not suitable for applications requiring detection of faults of large duration as a large number of buffers will be required. Another issue is that detection uses the delayed-clock scheme, while failure prediction uses the delayed-data scheme.

To deal with these limitations, a unified double-sampling scheme is proposed: it is referred to as adaptive double-sampling architecture (ADDA) and is explained on Fig. 5. We assume that both the regular sampling elements (FF1, FF2) and the redundant sampling elements (FF1', FF2') are implemented by flip-flops. ADDA can also be implemented using latches as redundant sampling elements (as in typical double sampling). The use of flip-flops allows easier implementation of the OR tree (Fig. 6) used for compacting the error detection signals.

Usually, in double sampling schemes, the regular flip-flops latch the outputs of combinational logic blocks at the rising edge of the clock, while the redundant sampling elements latch these outputs at the falling edge of the clock. Existing double sampling schemes use a clock duty cycle such that the high level of the clock is shorter than the shortest circuit delay. Thus, new values captured at the rising edge of the clock by a regular flip-flop (e.g. FF1 in Fig. 5), have no time to be propagated through the subsequent combinational logic and reach a redundant sampling element (FF2' in Fig. 5) before the falling edge of the clock. This is necessary to avoid false error detections. As the duration of detectable faults cannot exceed the duration of the high-level of the clock (the difference between the latching instants of regular and redundant sampling elements), this constraint limits the duration of detectable faults to be shorter than the delay of the shortest circuit path. As a consequence, a double-sampling design can only be used to detect faults of moderate duration. To overcome this limitation, we show that, if we modify the clock duty cycle properly, the circuit enters a different operating mode in which it is able to detect faults of large duration (like large SETs in space applications) or to perform early failure prediction. More precisely, we find that there are 3 duty cycle zones involving different circuit behavior.

- **Duty cycle zone 1**: The duration $H_w$ of the high level of the clock is shorter than the shortest circuit delay. Therefore, the circuit works according to the usual double sampling approach: regular flip-flops latch the combinational circuit outputs produced at a clock cycle $i$ at the rising edge of $i$, while redundant sampling elements latch these outputs at the falling edge of the cycle $i+1$.

- **Duty cycle zone 2**: $H_w$ is larger than the shortest circuit delay and shorter than the largest delay. This zone should not be used as the circuit produces false error detections.

- **Duty cycle zone 3**: $H_w$ is larger than the largest circuit delay. In this zone the circuit enters a new operating mode not considered in previous double-sampling implementations. In fact, though $H_w$ does not obey the short-path constraints, no false error detections are produced. In this operation mode the redundant sampling elements latch the combinational circuit outputs produced at the falling edge of a clock cycle $i$ (instead of clock cycle $i+1$ in zone 1). As $H_w$ is larger than the largest circuit delay, the combinational circuit outputs are ready at the falling edge of clock cycle $i$. Comparing the values latched by the redundant sampling elements at clock cycle $i$ against the values latched by the regular sampling elements also at clock cycle $i$, will therefore enable detecting faults of duration up to the duration of the low level $L_w$ of the clock (which corresponds to the time difference between the falling edge and the rising edge of the same clock cycle. As in this mode there are no constraints concerning the duration of $L_w$, the cycle can be controlled to detect faults of any duration.

Thus, by selectively controlling the clock duty cycle a circuit can be used in 3 modes to meet varying requirements:

- **Mode 1**: $H_w$ is less than the shortest circuit delay. Here the circuit operates at its maximal frequency and detects faults of moderate duration (less than the shortest delay).
- **Mode 2**: $H_w$ is larger than the largest circuit delay and $L_w$ is larger than the target large fault duration. Here the circuit is operated at speed lower than permitted by its longest paths, but it is able to detect faults of any duration determined by selecting the value of $L_w$. Thus, error detection capabilities are traded against speed.

- **Mode 3**: $H_w$ is larger than the largest circuit delay and $L_w$ is equal to a target timing margin used for failure prediction. The circuit operates at speed slightly lower than its maximum speed, but requires careful design, since $L_w$ will usually be less than 10% of clock period.

The outputs of the XOR gates comparing the contents of the regular and redundant sampling elements have to be compacted by a multi-input OR gate. If the number of sampling elements is large, the OR gate has to be pipelined, as shown in Fig. 6. In Mode 1, the flip-flops of the pipeline will use the rising edge of the clock as latching event, while Modes 2 and 3 will use the falling edge. In addition, in Modes 2 and 3, the delay of the first pipeline stage (i.e. the one delivering the partial error detection signals PE) should not exceed the high level of the, while in Mode 1 it should not exceed $L_{w_{min}}$ (where $L_{w_{min}}$ is the minimum duration of the low level of the clock that could be used in Mode 1). Since $L_{w_{min}}$ is shorter than the largest circuit delay, to accommodate all three modes, the first pipeline stage should follow the latter constraint.

IV. RELIABILITY REQUIREMENTS AND DESIGN PERSPECTIVES FOR CRITICAL EMBEDDED SYSTEMS

A. Reliability requirements for embedded systems

Although critical embedded systems have in common high reliability requirements, significant differences can be observed from one application domain to another.

In the space domain, the need for higher communication satellite capacity as well as high-end onboard radar processing pushes towards higher on-board processing power. Given the huge costs of a satellite launch, this evolution is performed within severe constraints of mass and volume. The power is also severely constrained as the solar panels and the embedded batteries of the satellite are the only available sources of energy. Providing the expected computing power, while meeting the tight power budgets, requires specialized processing architectures. So, ASIC and FPGA components are extensively used in on-board processing equipments.

These equipments are designed to support the extreme conditions of the space environment. Indeed, on-board satellite equipments need to operate autonomously with high levels of availability. Components are therefore hardened against radiation effects. Radiation-hardening is generally achieved through specific semiconductor processes (Radiation-Hardening-By-Process) or specific standard-cells library (Radiation-Hardening-By-Design). Architecture-level or system-level mitigation techniques have also been investigated. Such alternatives could enable the leverage of commercial ASIC technologies and libraries.

In the avionics domain, COTS (Commercial Off-The-Shelf) processors have been favored, and using them is now a commonplace. These high-performance processors enable to integrate an increasing number of avionics function in a reduced number of computing units. Such integration is driven by the need to reduce the size and weight of on-board equipment and cabling (and so the CO2 emissions), and the dissipated power (and the burden of the cooling infrastructure). Using generic processors is also an effective way to reduce the number of computing unit types and so to improve the maintainability and serviceability of the equipments.

The current trend of avionics systems is to execute multiple avionics applications on top of a common Integrated Modular Avionics (IMA) platform. A strict time and space partitioning between these applications is ensured by the platform to guarantee the safety of the system. It is all the more crucial that the applications can have different safety criticality levels. Integrating system functions with mixed safety criticality on the same platform is a troublesome task. Treating all applications according to the highest criticality level in the system would make the system unnecessarily complex. Each system function is thus developed according to its level of criticality. In this context, the move to multi-core processors represents a challenge. Their shared resources result in inter-tasks interferences [34], which are difficult to estimate. Furthermore, the discrepancy between the lifetime of critical embedded systems and the lifecycle of commercial processors introduces risks of component obsolescence. The situation is going to worsen as the device lifetimes decrease. The component obsolescence management is also complicated by the lack of device manufacturer’s data on reliability.

B. Hardware/Software integration perspectives

To overcome the reliability concerns brought by new technology nodes, design methods have to be revisited. As technology-level design techniques cannot fully work around the problem in a cost effective way, global approaches encompassing all the aspects of the design from the physical implementation to the SW development are required [35]. Some architectural or micro-architectural solutions (e.g. [36]) will however induce higher variations of program execution times. If processor architectures become still less predictable, providing guarantees on the task execution times would become unfeasible using classical methods.

Implementing critical hard real-time applications on top of COTS processors could thus require new approaches. The dynamic adaptation of the whole system to the environment conditions and to the circuit degradation is a potential solution. A holistic approach might be able to continuously provide the best trade-off in term of performance, circuit degradation and reliability margins by continuously monitoring circuit and architectural parameters. In the case where all applications requirements could not be met, the system could then operate in a safe and conservative mode of operation privileging the most critical tasks. However, such an approach might not be suitable for the most critical systems. Their certification could be challenging, if not impossible. Designing a dedicated hardware platform for critical applications could be an alternative solution that would allow to limit the impact of reliability issues on SW layers. In order to meet both reliability and predictability requirements of critical hard real-time systems, such a platform could be based on fault-tolerance mechanisms that are time-analyzable [37].
C. Architectural perspectives

Low-cost and power-efficient architectural solutions have to be developed for the most demanding applications that can only be implemented on specialized architectures. Reliability-aware and fault-tolerant architectures that have been used in critical embedded-systems for several decades are notably promising solutions to improve the resiliency of ICs. Based on different kinds of self-checking and fault masking techniques they allow to maintain a fail-safe operation despite the presence of faults in some components.

For instance, it is possible to take advantage of the regularity and homogeneity of massively-parallel SIMD architectures to increase their resiliency to permanent faults. These architectures consist of replicated elements, i.e. the Processing Elements (PE). Adding some redundancy inside the architecture can be done by scaling the number of PEs. Thanks to the homogeneity of all the PEs, a spare element can be used to replace any faulty PE of the processor. Recent work [38] has shown that self-error-detection and self-diagnosis can be performed with low area overhead mechanisms in this kind of architectures. Furthermore, only a limited amount of mux/demux logic has to be introduced to enable the isolation and deactivation of faulty PEs upon fault detection.

V. CONCLUSION

In forthcoming technology nodes, the impact of static (e.g. process, mismatch) and temporal variability (e.g. aging, radiation) will be severe. The behavior of reliability failure mechanisms is becoming (a) more stochastic, (b) voltage, temperature and workload dependent, and (c) widely distributed in time; this causes each device to operate differently. Low cost and power-efficient fault tolerant circuit design schemes going beyond double/triple redundancy and error correcting codes (to deal with trends the scaling is imposing) are needed. Critical applications are requiring very high levels of reliability, often for limited production volumes. Therefore, models and procedures are required to model and mitigate reliability flaws from transistor level up to system/application level. This is leading to a paradigm shift in reliability assessment and assurance of future real-time systems, where holistic reliability aware methodologies (and runtime approaches) across design levels are required.
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