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Abstract
An inherent performance gap between custom designs and ASICs is one of the reasons why many designers still start their designs from register transfer level (RTL) description rather than from behavioral description, which can be synthesized to RTL via high-level synthesis (HLS). Sequencing overhead is one of the factors for this performance gap; the choice between latch and flip-flop is not typically taken into account during HLS, even though it affects all the steps of HLS. HLS-l is a new design framework that employs high-performance latches during scheduling, allocation, and controller synthesis. Its main feature is a new scheduler that is based on a concept of phase step (as opposed to conventional control step), which allows us scheduling in finer granularity, register allocation that resolves the conflict of latch being read and written at the same time, and controller synthesis that exploits dual-edge triggered storage elements to support phase step based scheduling. In experiments on benchmark designs implemented in 1.2 V, 65-nm CMOS technology, HLS-l reduced latency by 16.6% on average, with 9.5% less circuit area, compared to the designs produced by conventional HLS.

1 Introduction
It is well-known that there is a large gap of performance between custom designs and ASICs. In particular, ASICs are slower than custom designs in the same technology node by a factor of six or more [3]. Several factors have been identified [3] that cause this large gap of performance: microarchitecture, timing overhead, logic style, cell design and their tuning, layout, and coping with process variation.

High-level synthesis (HLS), which automatically derives architectures from behavioral description, inherits the same limitation of ASICs compared to custom designs. In fact, the inability to derive various high-performance architectures is one of the reasons why many designers still start their designs directly from architecture, i.e. register transfer level (RTL), instead of from behavior. Much effort has been devoted for using advanced microarchitectures in HLS. Optimal selection of clock period [13] has been studied to minimize the waste of timing slack, thus to obtain higher frequencies. Chaining and allowing multicycle operations are popular techniques for tight scheduling of operations, and have been extended in several directions [4, 8, 15]. A concept of complex functional units (FUs), which are essentially a set of chained FUs, has been proposed [4] to map a set of operations into a single FU; this approach, however, requires a library of large set of FUs to cover all chaining possibilities. Multicycle execution of chained operations has been combined [15] with bit-level chaining, which exploits bit-level parallelism of FUs based on bit-by-bit computation such as ripple carry adder, to reduce latency; it comes at the cost of increasing complexity of controller.

Besides microarchitecture, timing overhead from clock and sequential elements plays an important role in performance gap between custom designs and ASICs. ASICs typically have about 4 fanout-of-4 (FO4) delays of clock skew and jitter, which can be reduced to 1 FO4 delay in custom designs [3]. High-speed custom designs typically employ latches with 2 FO4 delays while ASICs exclusively use flip-flops with 3 or 4 FO4 delays [10]. Each combinational block between flip-flops can be identified and its validity of timing constraints can be verified independently from other blocks that allows independent timing optimization, which is why synthesis-based ASICs rely on flip-flops. Level-sensitive sequential circuits, on the other hand, make timing verification very difficult, since combinational blocks are not isolated from each other due to transparent nature of latches. This transparency, however, offers more flexibility: latches allow combinational block to have a delay more than a clock period; clock skew can be tolerated if transparency window, shifted by skew, can still capture the data.

Latch-based HLS, called HLS-l, is proposed to synthesize architectures of high-performance: smaller clock period and smaller number of control steps. The main idea is to schedule operations at both (rising and falling) clock edges as opposed to scheduling at rising (or falling) edge of clock alone in conventional HLS. The use of latch-based registers may increase the total number of registers due to additional restriction on the sharing of variables [18, 19]. Our choice of scheduling at both clock edges alleviates this restriction by generating load-enable signals for registers only at non-transparent period of time. We employ dual-edge triggered storage elements in controller synthesis to generate control signals at both edges of clock. Experiments from 65-nm technology shows that latency is reduced by 16.6% on average while cutting area by 9.5%, compared to the designs produced by conventional HLS. Our main contributions are:

- A complete framework for latch-based HLS, HLS-l, that covers design processes from scheduling, allocation, and controller synthesis (Sections 2 and 3).
- A concept of phase step (Section 3.1) that allows scheduling in finer granularity, which helps reduce latency.
tency, and register allocation with less conflict, which helps reduce the number of registers.

- A method to select period of transparent phase-step to minimize total latency (Section 4).

2 Overall Design Flow Based on HLS-1

The overall design flow based on HLS-1 is shown in Figure 1. A behavioral description written in VHDL is first analyzed and is then transformed into a DFG [9]. The DFG will then be an input to HLS-1, which will be described in Section 3. The RTL description of data-path and controller generated by HLS-1 then goes through a standard logic synthesis [16] to create an initial gate-level netlist. Commercial IPs [17] of functional units are used during both HLS and logic synthesis.

We use dual-edge triggered storage elements (DETSEs) [14] in our controller to support operation scheduling both at rising- and falling-edges of clock, which will be explained in Section 3. This is done by initially synthesizing a controller\(^1\) in conventional single-edge triggered storage elements (SETSEs), in particular edge-triggered flip-flops, which is followed by substituting DETSEs for SETSEs in the controller component of the netlist. Additional timing check is needed to ensure that the controller satisfies setup- and hold-time constraints both at rising- and falling-edges of clock; if timing is violated, extra timing guardband is intentionally put into the controller, which is followed by its re-synthesis. The final netlist can then be submitted to physical design.

3 High-Level Synthesis of Latch-Based Circuits

3.1 Scheduling

In conventional register file-based architecture, where each register consists of edge-triggered flip-flops, operation scheduling is performed in a unit of control step (c-step). Control step is the period of cycle time led by clock edge, i.e. the interval from one rising edge of clock to the next when rising-edge flip-flops are used or from one falling edge of clock to the next when falling-edge flip-flops are used. During operation scheduling, the execution delay of operation \(i\) is given as the number of control steps it takes:

\[
d_i = \left\lceil \frac{D_i}{T_{clk}} \right\rceil, \quad D_i = D_{FU(i)} + D_{margin} \quad (1)
\]

\(^1\)Clock period of controller clock is set to be the minimum of transparent period and non-transparent period of data-path clock.

where \(T_{clk}\) is clock period, \(D_{FU(i)}\) is the longest path delay of a functional unit (FU) executing \(i\), and \(D_{margin}\) is the timing margin to accommodate extra delay through data-path, which includes sequencing overhead (setup time and clock-to-Q delay) of register and multiplexer delay. This cycle time-based scheduling may yield a data-path, where some functional units finish their executions too early leaving excessive slacks, which implies that some control steps are under-utilized.

In our architecture, where each register consists of level-sensitive latches, an operation can be scheduled any time when register is transparent, i.e. when clock is high for positive level-sensitive. Since data-path has to be synchronized with controller (e.g., register data can be steered to target functional unit only when multiplexer select signal arrives from the controller), scheduling operations at arbitrary time points may yield very complicated controller. Hence, for the sake of controller implementation, we assume that operations can be scheduled only at clock edges, i.e. either at rising- or falling-edge. The controller then needs to generate control signals at both rising- and falling-edges of clock, which can be realized using DETSEs as illustrated in Section 3.3.

Our decision of operation scheduling at both edges of clock leads us to introduce a concept of phase step (p-step), which is the period of clock being high (transparent phase) or the period of clock being low (non-transparent phase) for positive level-sensitive, as a unit of operation scheduling. The execution delay of operation \(i\), which is expressed using c-steps in (1), should be now re-expressed using p-steps:

\[
d'_i = \begin{cases} 
2 \left\lfloor \frac{D_i}{T_{clk}} \right\rfloor + \left\lceil \frac{D_i}{T_{tr}} \right\rceil & \text{if } 0 \leq r_i \leq \xi_i \\
2 \left\lfloor \frac{D_i}{T_{clk}} \right\rfloor + 2 & \text{if } \xi_i < r_i 
\end{cases} \quad (2)
\]

Figure 2. Execution delay of a multiplication using p-steps: (a) delay is 4 when scheduled in the first p-step, and (b) delay is 3 when scheduled in the second p-step.
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where \(r_i\) is a residual delay, i.e. the remainder of \(D_i\) after it is subtracted by integer multiples of \(T_{clk}\)

\[
r_i = D_i \mod T_{clk}, \quad (3)
\]

and \(\xi_i\) corresponds to the interval of \(P_i\), a p-step where \(i\) is scheduled (we assume that the first p-step is a transparent one):

\[
\xi_i = \begin{cases} 
T_{tr} & \text{if } P_i \text{ is odd} \\
\frac{T_{tr}}{T_{clk} - T_{tr}} & \text{otherwise}
\end{cases} \quad (4)
\]

where \(T_{tr}\) is a period of time when latches are transparent (thus, \(T_{clk} - T_{tr}\) is a non-transparent period of time). Note that, when \(0 \leq r_i \leq \xi_i\) in (2), the second term \((\lceil \frac{D_i}{T_{tr}} \rceil)\) evaluates either to 0 when \(r_i = 0\) or to 1 when \(0 < r_i \leq \xi_i\).
Consider an operation of multiplication shown in Figure 2. We assume that $T_{clk}$ is 10, $T_{tr}$ is 3, and $D_1$ is 15 ($D_{margin}$ is assumed to be 0 for simplicity). The residual delay $r_i$ is 5. When the multiplication is scheduled in the first p-step as shown in Figure 2(a), $\xi_i$ is 3 and thus $d'_i$ is 4 as computed by (2). When the multiplication is scheduled in the second p-step as shown in Figure 2(b), however, it takes 3 p-steps.

From (2) and Example 1, we see that the execution delay of operation may vary (by one p-step) depending on whether it is scheduled in odd p-step or in even p-step. This raises a question of whether we need to take varying operation delay into account, i.e., whether we need to choose a p-step (either odd or even), during operation scheduling. In ASAP scheduling [5], it can be shown that scheduling operations in as early as possible p-steps (without regarding varying operation delay) always guarantees the smallest latency; similarly, in as late as possible p-steps in ALAP scheduling [5]. The same holds for list scheduling, which we use in this paper: in resource-constrained list scheduling, scheduling a selected operation (an operation whose predecessors have all finished their operations and a resource is left for its execution) in current p-step is no worse (in terms of total latency) than scheduling it in the next p-step (even though the operation delay is smaller when scheduled in the next p-step).

Example 2 Consider an example DFG shown in Figure 3(a). We assume that $T_{clk}$ is 10, and multiplier and ALU take 14 and 10 for their executions, respectively. In c-step based scheduling, the execution delay of multiplication is 2 and that of subtraction is 1. Resource-constrained list scheduling with constraints of two multipliers and one ALU is shown in Figure 3(b); total latency is 7 control steps.

For p-step based scheduling, $T_{tr}$ is assumed to be 4. It can be readily shown that the delay of multiplication is 3 both when scheduled in odd p-step and when scheduled in even p-step; subtraction takes 2 p-steps both from odd and even p-steps. Resource-constrained list scheduling with the same resource constraints is shown in Figure 3(c); total latency is 11 p-steps (or 6 c-steps), which is 1 control step less than Figure 3(b).
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which allows us more freedom in coloring, thus potentially less number of registers. As shown in Figure 4(b), when an operation is scheduled to finish at non-transparent p-step, \( a \) and \( b \) can be allocated to the same register (thus, we do not introduce an extra edge); this is possible by generating load-enable signal of register only at the p-step when an operation finishes, i.e. we force the register to be read but not to be written during transparent p-steps by not generating load-enable signal during those p-steps. When an operation finishes at transparent p-step as shown in Figure 4(c), \( a \) and \( b \) cannot share the register, and thus we introduce the extra edge to the register conflict graph.

The case of Figure 4(c) can be avoided by re-scheduling operations so that they finish at non-transparent p-steps, which is left for future work. When \( a \) and \( b \) are the same variable, meaning that they have to be allocated to the same register, we simply shift an operation by one p-step above or below (together with its predecessors or successors, if necessary), which may increase the total latency.

3.2.2 Allocation of Functional Units and Connection

The allocation of functional units is also formulated as vertex coloring of a resource conflict graph [5] for each type of operation: each vertex in one of these graphs corresponds to an operation, and there is an edge between two vertices if they cannot share the same functional unit, so that they have to be scheduled in different p-steps. Since, the resource conflict graph in our DFG belongs to interval graph, which can be colored optimally, we use the exact left-edge algorithm [6, 11].

The connection allocation, which uses multiplexers to connect registers to functional units and functional units to registers is also formulated as vertex coloring of a connection conflict graph, which is again performed by the left edge algorithm.

3.3 Control Synthesis

Control synthesis is responsible for generating control signals for data-path, such as data-select inputs for multiplexers, function-select inputs for multi-function units (e.g., ALU), load-enable inputs for registers, and so on. This can be accomplished by describing the behavior of a controller as a state transition graph (STG), which is followed by FSM synthesis that outputs a hard-wired sequential circuit. In conventional data-path that is based on edge-triggered registers, control signals are generated only at clock edges (either rising or falling); thus, the number of states in STG is typically equal to the number of control steps [5]. In our data-path, on the other hand, control signals have to be generated at both clock edges, meaning that the number of states gets doubled, which in turn implies that we need one more storage element in our controller.

Since our controller has to generate control signals at both edges of clock that is used in data-path, we either need to use the clock (for controller) of twice the frequency of data-path clock or use DETSEs (for storage elements of controller) with the same data-path clock. The first approach is only viable when duty cycle of data-path clock is 50%; otherwise, one of the edges of data-path clock cannot be synchronized with controller clock. We adjust duty cycle of data-path clock as will be shown in Section 4, since it affects the total latency obtained by scheduling; thus, we take the second approach in this paper.

There are several varying implementations of DETSE [14]; we implemented latch-mux structure [12] for its relatively small sequencing overhead and simple architecture; it was sized so that it has similar timing parameters as SETSE (see Table 1), which allows us to substitute DETSEs for SETSEs in the controller component of the netlist (see Section 2 and Figure 1) without causing too much timing violation.

4 Selecting Period of Transparent P-Step

In order to minimize the latency of operation scheduling based on p-steps, the period of time when latches are transparent (\( T_{tr} \)) should be carefully selected: too small value of \( T_{tr} \) may yield large delay of FUs (e.g., 4 p-steps for the shaded multipliers shown in Figure 5(a)); too large value of \( T_{tr} \) may also yield large delay of FUs (e.g., 4 p-steps for the shaded multiplier shown in Figure 5(b)).

We first perform a scheduling with arbitrary \( T_{tr} \) (e.g., \( \frac{T_{clk}}{2} \)) and find a set of critical paths that contribute to total latency. Then we examine the operations on the critical paths and assign cost to each operation type based on (5). Each operation type has a range of \( T_{tr} \) that minimizes its operation delay. So we try to find \( T_{tr} \) that minimizes the operation delay for all operation types, and favor the operation type with higher cost if there is any conflict. The cost of operation type \( k \) is defined as follows:

\[
\text{cost}_k = w_k \cdot \text{occur}_k. \tag{5}
\]

where \( w_k \) is the weight for each operation type and \( \text{occur}_k \) is the number of occurrence of the operation type on the critical paths. We use 2 for \( w_k \) if \( 0 < r_k \leq \frac{T_{clk}}{2} \) and 1 for \( w_k \) if \( r_k > \frac{T_{clk}}{2} \) because the former has potential to minimize the operation delay regardless of scheduled p-step whereas the latter has potential to minimize the operation delay only when the operation is scheduled either in odd or even p-step. (When \( r_k = 0 \), the operation delay is fixed regardless of \( T_{tr} \), and thus is not considered.)

Example 3 Consider a scheduled DFG in Figure 5(c). We assume that \( T_{clk} \) is 10 and fast multiplier, slow multiplier and ALU takes 13, 17 and 10 for their execution, respectively. There are 3 operations, one per each operation type, in the critical path, and thus the cost of fast multiplication is 2 and that of other operation types is 1. In this case, there is no conflict in finding \( T_{tr} \) to minimize the operation delay for both type of multiplications, and the candidate values of \( T_{tr} \) are 3 and 7.3

\[3\text{To minimize the operation delay, } T_{tr} \text{ should satisfy } 3 \leq T_{tr} \leq 7 \text{ for fast multiplier and either } T_{tr} \geq 7 \left(P_1 \text{ is odd} \right) \text{ or } T_{tr} \leq 3 \left(P_1 \text{ is even} \right) \text{ for slow multiplier. Addition is not considered as its } r_k = 0.\]
was implemented in C under Centos 5.0, and each design, l
technology. For scheduling, clock period (reducing the number of control steps, latency, and area.
level synthesis, which we simply denote as HLS-
operation scheduling in both approaches, with difference of the same resource constraints. List scheduling [7] was used for formed experiments to assess the effectiveness of HLS-
HLS-5.1 Effectiveness of HLS-l on Area
The area of designs (the sum of the areas of all the cells after logic synthesis) produced by HLS and HLS-l is compared in Figure 6. The area of designs from HLS-l is reduced by 9.5% on average, where main contributor is register that uses latches occupying 24.6% less area than flip-flops. Furthermore, the number of registers, after register allocation illustrated in Section 3.2.1, in HLS-l are increased (recall that we introduce extra edges in register conflict graph, which translates into potentially more registers) but only uses 1.1 more registers on average. Area is more reduced in the designs with larger proportion of area from registers, such as wavelet and wdf7 as shown in Figure 6.
6 Conclusion
We have presented a method of high-level synthesis of latch-based circuits, focusing on the primary problem of minimizing latency by scheduling operations at both edges of clock. The latency was reduced by 3.8 control steps on average of several benchmark designs, which, combined with reduced clock period, translates into 16.6% reduction in latency. The area was reduced by 9.5% on average, mainly due to smaller area of latches. The choice of scheduling operations at both edges of clock helps register allocation, since less conflicts are introduced by generating load-enable signals only at non-transparent period of time. The controller that support the proposed scheduling can be implemented by using dual-edge triggered storage elements.
Rescheduling operations during register allocation can further reduce the number of registers; varying operation delay can possibly be used as a priority function in list scheduling, which are left for future work.
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Table 2. Comparison of results produced by HLS and our HLS-l. \( T_{clk} \) is clock period, \( L \) is latency in terms of control steps, and \( T_{clk} \cdot \text{L} \) corresponds to latency in ns.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Resource constraint (MUL, ALU)</th>
<th>HLS</th>
<th></th>
<th>HLS-l</th>
<th></th>
<th></th>
<th></th>
<th>Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( T_{clk} ) (ns)</td>
<td>( L ) (c-step)</td>
<td>( T_{clk} \cdot \text{L} ) (ns)</td>
<td>( T_{clk} ) (ns)</td>
<td>( L ) (c-step)</td>
<td>( T_{clk} \cdot \text{L} ) (ns)</td>
<td>( T_{clk} \cdot \text{L} ) (ns)</td>
<td></td>
</tr>
<tr>
<td>IIR7 (1,1)</td>
<td>7.9</td>
<td>37</td>
<td>293</td>
<td>7.9</td>
<td>34</td>
<td>250</td>
<td>0.2</td>
<td>24.4</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>8.0</td>
<td>20</td>
<td>159</td>
<td>8.0</td>
<td>18</td>
<td>143</td>
<td>0.0</td>
</tr>
<tr>
<td>IIR7 (2,2)</td>
<td>7.9</td>
<td>45</td>
<td>353</td>
<td>7.9</td>
<td>42</td>
<td>306</td>
<td>0.2</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>7.9</td>
<td>45</td>
<td>353</td>
<td>7.9</td>
<td>42</td>
<td>306</td>
<td>0.2</td>
</tr>
<tr>
<td>FII11 (1,1)</td>
<td>8.0</td>
<td>23</td>
<td>183</td>
<td>7.8</td>
<td>18</td>
<td>140</td>
<td>0.2</td>
<td>27.5</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>7.6</td>
<td>13</td>
<td>99</td>
<td>7.6</td>
<td>12</td>
<td>91</td>
<td>0.4</td>
</tr>
<tr>
<td>FII11 (2,1)</td>
<td>7.9</td>
<td>16</td>
<td>126</td>
<td>7.9</td>
<td>14</td>
<td>109</td>
<td>0.1</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>7.9</td>
<td>16</td>
<td>126</td>
<td>7.9</td>
<td>14</td>
<td>109</td>
<td>0.1</td>
</tr>
<tr>
<td>ELLIPTIC (1,1)</td>
<td>8.2</td>
<td>23</td>
<td>182</td>
<td>8.1</td>
<td>25</td>
<td>205</td>
<td>0.2</td>
<td>13.6</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>8.2</td>
<td>22</td>
<td>180</td>
<td>8.1</td>
<td>19</td>
<td>153</td>
<td>0.1</td>
</tr>
<tr>
<td>LATTICE (1,1)</td>
<td>8.0</td>
<td>20</td>
<td>159</td>
<td>7.7</td>
<td>16</td>
<td>123</td>
<td>0.3</td>
<td>22.8</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>7.8</td>
<td>12</td>
<td>94</td>
<td>7.8</td>
<td>11</td>
<td>85</td>
<td>0.1</td>
</tr>
<tr>
<td>VOLTERA (1,1)</td>
<td>7.9</td>
<td>26</td>
<td>205</td>
<td>7.6</td>
<td>26</td>
<td>205</td>
<td>0.3</td>
<td>25.6</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>7.6</td>
<td>20</td>
<td>152</td>
<td>7.7</td>
<td>16</td>
<td>123</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>7.9</td>
<td>26</td>
<td>205</td>
<td>7.6</td>
<td>26</td>
<td>205</td>
<td>0.3</td>
</tr>
<tr>
<td>WAVELET (1,1)</td>
<td>8.0</td>
<td>57</td>
<td>457</td>
<td>7.4</td>
<td>43</td>
<td>319</td>
<td>0.6</td>
<td>30.1</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>8.1</td>
<td>39</td>
<td>294</td>
<td>7.8</td>
<td>23</td>
<td>178</td>
<td>0.4</td>
</tr>
<tr>
<td>WAVELET (2,2)</td>
<td>8.0</td>
<td>39</td>
<td>294</td>
<td>7.8</td>
<td>23</td>
<td>178</td>
<td>0.4</td>
<td>26.7</td>
</tr>
<tr>
<td>WDF7 (1,1)</td>
<td>8.2</td>
<td>39</td>
<td>318</td>
<td>8.0</td>
<td>29</td>
<td>233</td>
<td>0.1</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>8.2</td>
<td>39</td>
<td>318</td>
<td>8.0</td>
<td>29</td>
<td>233</td>
<td>0.1</td>
</tr>
<tr>
<td>AR (1,1)</td>
<td>8.0</td>
<td>36</td>
<td>285</td>
<td>7.9</td>
<td>26</td>
<td>203</td>
<td>0.3</td>
<td>18.7</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>7.9</td>
<td>36</td>
<td>285</td>
<td>7.9</td>
<td>26</td>
<td>203</td>
<td>0.3</td>
</tr>
<tr>
<td>AR (2,2)</td>
<td>8.0</td>
<td>36</td>
<td>285</td>
<td>7.9</td>
<td>26</td>
<td>203</td>
<td>0.3</td>
<td>18.7</td>
</tr>
<tr>
<td>DIFFEQ (1,1)</td>
<td>8.0</td>
<td>15</td>
<td>117</td>
<td>7.8</td>
<td>13</td>
<td>100</td>
<td>0.1</td>
<td>14.3</td>
</tr>
<tr>
<td></td>
<td>(2,1)</td>
<td>7.9</td>
<td>15</td>
<td>117</td>
<td>7.8</td>
<td>13</td>
<td>100</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>7.8</td>
<td>11</td>
<td>86</td>
<td>7.8</td>
<td>11</td>
<td>86</td>
<td>0.1</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Figure 6. Comparison of the area of designs produced by HLS (left-hand bars) and HLS-l (right-hand bars) for resource constraint of 1 multiplier and 1 ALU.


