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Abstract

Boolean matching is a powerful technique that has been used in technology mapping to overcome the limitations of structural pattern matching. The current basis for performing Boolean matching is the computation of a canonical form to represent functions that are equivalent under negation and permutation of inputs and outputs. In this paper, we present a detailed analysis of previous techniques for Boolean matching. We then describe a novel combination of existing methods and new ideas that results in a matcher which is dramatically faster than previous work. We point out that the presented algorithm is equally relevant for detecting generalized functional symmetries, which has broad applications in logic optimization and verification.

1 Introduction

The technology mapping step in a synthesis flow converts a subject graph composed of logic primitives into an implementation composed of library cells. The mapping typically consists of two phases: (1) enumerating subgraphs and matching them against library cells, and (2) performing a covering of the graph with the matches found. The authors of [1] proposed the use of Boolean matching in the first mapping phase. This technique compares the subgraphs with the library cells by their associated functions. For a given subgraph, a Boolean matcher finds all library cells that are equivalent.

A generalized matching criterion considers, besides permuting function inputs and outputs, also their negations. Two functions are NPN-equivalent\textsuperscript{1} if one can be obtained from the other by negation and/or permutation of the inputs and outputs. The dominant approach for Boolean matching is to compute for each library cell a characteristic function inputs and outputs. The dominant approach for Boolean matching is the computation of a canonical form to represent functions that are equivalent under negation and permutation of inputs and outputs. In this paper, we present a detailed analysis of previous techniques for Boolean matching. We then describe a novel combination of existing methods and new ideas that results in a matcher which is dramatically faster than previous work. We point out that the presented algorithm is equally relevant for detecting generalized functional symmetries, which has broad applications in logic optimization and verification.

2 Preliminaries and Analysis of Previous Work

Definition 1 A configuration \( c \) of a function \( f \) is a negation and/or permutation of some of its inputs and output. The function resulting from applying configuration \( c \) to \( f \) is denoted by \( f^c \).

Clearly, for a function of \( n \) inputs, there are \( 2^{n+1} \cdot n! \) distinct configurations. We denote a configuration \( c \) by a string of literals assigning \( v \)'s to \( x \)'s to denote the permutation and phase of the inputs and a \( z \) indicating the phase of the output. For example, applying the identity configuration \( c_1 = v_0 = \ldots = v_{n-1} = 0 \) to function \( y = f(x_2, x_1, x_0) \) leaves the inputs and output unchanged. In contrast, applying configuration \( c_2 = v_1 \cdot v_0 \cdot v_2 \cdot z \) results in a new function \( f(x_1, v_0, v_2) \).

Definition 2 A configuration \( c \) is a symmetry for function \( f \) if \( f^c = f \). Two configurations \( c_1 \) and \( c_2 \) are symmetric with respect to \( f \) if \( f^{c_1} = f^{c_2} \).

For example, the configuration \( v_1 \cdot v_0 \cdot z \) is a symmetry for \( y = x_1 \oplus x_0 \) and it is symmetric to \( v_0 \cdot v_1 \cdot z \). Note that the set of configurations \( \{ c \mid f^c = f \} \) forms a group, i.e., among other properties: \( f^{c_1} = f \) and \( f^{c_2} = f \) then \( f^{c_1} \cdot y^2 = f \).

Definition 3 Two functions \( f_1 \) and \( f_2 \) are NPN-equivalent, (equivalent for short) if \( \exists c, f_1^c = f_2 \). By this definition, a set of equivalent functions form an equivalence class.

Given a \( n \)-input function \( f \), a canonicizer \( M \) determines a configuration \( c \) which maps \( f \) to a unique representative \( M(f) = f^c \) of the equivalence class. Therefore, for any two functions \( f_1 \) and \( f_2 \), \( M(f_1) = M(f_2) \) if \( f_1 \) and \( f_2 \) are equivalent.

To denote the unique representative, we use a \( 2^n \)-bit string listing the output values of \( f^c \) for each input assignment.\textsuperscript{2} For example, suppose configuration \( v_2 \cdot v_1 \cdot v_0 \cdot z \) is applied to \( f \). The representation would be denoted by the values \( f(0, 0, 0) \cdot f(0, 0, 1) \cdot f(0, 1, 0) \cdot \ldots \cdot f(1, 1, 1) \), for brevity written as \( m_0 m_1 m_2 \ldots m_7 \). A different configuration for the inputs would

\textsuperscript{1}In this paper, “equivalent” without any preceding qualifiers means “NPN-equivalent”.

\textsuperscript{2}We restrict ourselves to this definition for a consistent presentation. For a function with \( m \) minterms, another representation would be a \( m \times n \)-bit table listing the minterms of \( f^c \) \([10, 5, 3]\). Similarly, a BDD with a fixed variable order could be used.
permutate the $2^n$-bit string; e.g., the configuration $t_0t_2t_1z$ produces $f(0, 0, 0) f(1, 0, 0) f(0, 0, 1) \ldots = m_2t_1t_0t_3 \ldots$. To find the representative for a particular $f$ (i.e., an arrangement of the $m_i$s), $M$ chooses a configuration that is maximal for $f$ under some ordering criterion $\leq$.

Note that $M$ must enumerate, explicitly or implicitly, all symmetric configurations. Suppose $c$ is maximal. For $M$ to be sound, any other maximal configuration must be symmetric to $c$. For $M$ to be complete, it must prove $\forall c'.c' \leq c$. In other words, because the set of maximal configurations is a coset of the function’s symmetry group, the symmetry detection problem can be reduced to canonical form computation.

2.1 (NPN) Base Algorithm: Bit-string Comparison

To find a canonical representative for function $f$ the authors of [4, 5, 6] compare the different configurations $c$ by lexicographic comparison of the bit-string representations of their $f^c$ and choose the one with the largest value. A naive method could compute the bit strings for all $2^{n+1}!$ configurations and choose one of the maximum bit strings as representative (shown in bold in Figure 1). Note that the two maximal configurations are indeed symmetric.

Instead of exhaustively enumerating all configurations, recent works use a systematic tree-based search [4] as depicted in Figure 2, where paths of the tree (left to right) correspond to rows of Figure 1 (top to bottom). The top of the search tree has $2^n$ branches enumerating all possible input phase assignments. The subsequent branching levels enumerate places for the variables; i.e., the $(k + 1)$th level assigns an $x$ for $v_k$, uniquely determining the next $2^k$ labels for the $m_i$. Note that while the phases are determined at the top level, they are applied after permutation. Thus, the $j$th subtree at the root is the same as the first subtree, where the $m_i$ are replaced with $m_{i \oplus j}$ (bitwise-XOR of $i$ and $j$).

Searching for a maximum bit string can now be performed in breadth-first-search (BFS) order where branches that encounter a $m = 0$ can be pruned as long as there is at least one other active branch with a $m = 1$. The black part of the tree in Figure 2 shows the active part of the search for the given example, whereas the gray part was pruned. The bold branches lead to the maximum configurations.

The authors of [4] perform this tree-based search explicitly, whereas in [6] a faster implementation is suggested that precomputes the bit indices ($m_i$ labels) of the entire search tree.³ The authors of [5] use a different representation to compress the search by ignoring input combinations for which the function evaluates to 0, but at the cost of higher complexity at each step.

We would like to point out that these algorithms are correct, but solve a more difficult problem than necessary. The strict definition of canonicity based on the lexicographical order of the bit strings leads to a relatively complex search problem. For example, to cope with phase assignment, the tree-based search needs to enumerate an exponential number of phases before pruning can kick in. Later, we show that various simple criteria can dramatically reduce the number of candidates for the phase assignments and help prune the search of variable permutations.

2.2 (N) Satisfy Counts

In [4] and [6], input and output negations are incorporated into the overall search, requiring to consider all $2^{n+1}!$ configurations of a single output function. However, for the vast majority of functions, the phase assignment search can be reduced dramatically when satisfy counts of $f$ and its cofactors are considered [10, 11, 7].

Definition 4 The satisfy count of a function $f$, denoted $|f|$, is the number of minterms for which $f$ evaluates to 1.

For the output phase assignment of a given function $f$, we consider $|f|$ and $|\overline{f}|$. If $|f| > |\overline{f}|$, then we apply the remaining search algorithm to $\overline{f}$, and vice versa. Only in the rare instance that $|f| = |\overline{f}|$, the search must consider both cases and choose the larger of their respective bit strings.

The input phase assignment problem is solved similarly using the cofactors of the function. With this scheme, if $|f|$ is odd, only one phase assignment of the inputs and output needs to be considered, rather than $2^{n+1}!$. Note that this selection criterion for a canonical configuration is different than the one used in Section 2.1. Instead of choosing a configuration which is maximal according to the lexicographical order of the bit strings, in this case a configuration is maximal only if its satisfy counts are minimal.

2.3 (P) Row/Column Sums

The authors of [3] use a different set of criteria to compare configurations of a function. They use a truth table to represent the configurations of a function. They use a truth table to represent the configurations of a function. They use a truth table to represent the configurations of a function. They use a truth table to represent the configurations of a function.

³As hinted earlier, we can precompute the first top-level subtree corresponding to permutations only, and compute the rest of the tree on-the-fly with XOR. This increases the algorithm’s capacity and improves cache behavior.

⁴In addition, the tree can be folded in half vertically to save memory, because for any $i < 2^{n-1}$, $(2^n - i) - i = (2^k - 1) \oplus i$ (personal communication, Zile Wei). This scheme implicitly finds symmetries when paths reconnect.

⁵The maximal bit-string of [4, 5, 6] w.r.t. permutation is equivalent to the maximal adjacency matrix of [12] for a graph consisting of nodes for inputs and implicants.
More recently, the authors of [7] use column sums of various cofactors for distinguishing variables, instead of row partitions, with impressive results. We note that using BDDs makes their algorithm scalable, but slow for small to mid-sized problems, and the use of depth-first search may require excessive searching to find the maximal configuration and prove its maximality.

3 Configuration Refinement

In this section, we show how the criteria used in previous work can be combined with new ideas to efficiently compute an NPN canonical form. For our purposes, we choose criteria which allow us to select phase assignments and permutations somewhat independently. Many of these concepts have also been developed to perform signature computation for distinguishing functions [13, 11]. In [6] it was suggested to apply signature computation as a filter to avoid canonical form computation when no match is possible. However, the proposed scheme does not utilize the signature information in the actual search procedure. As one of the new concepts presented here, we extend the use of signature computation to simplify the canonicalization step itself.

Using the terminology of [2], we first construct a set of “semi-canonical” configuration candidates and then use one of the previously described algorithms to choose a canonical form from this set. Key to the efficiency of our algorithm is the use of a sequence of criteria to maximally prune the candidates at each step before applying the bit string comparison to break ties. Furthermore, each criterion provides invariants that can be used in later stages. Our overall algorithm is outlined in Algorithm 1. Each step refers to the section that provides a more detailed description. Since the search algorithm of Section 2.1 uses phases last to compute the \( m_i \), \( f \) “sees” phases first, and that is what we start refinement with. This corresponds to a reverse mapping of the \( x \)'s to the \( v \) which will be used to denote configurations for the rest of the paper.

Note that due to the refinement steps, the selected “maximal” configuration no longer has in the largest bit string over all configurations. However, canonicity is preserved because all functions from each equivalence class are treated equally.

Algorithm 1 Matching algorithm

1. Compute satisfy count for each cofactor
2. Constrain phases (§3.1)
3. Constrain permutations (§3.2)
4. Compress implicant table along unate variables (§3.3)
5. Repeat steps 1-3
6. Prune symmetric configurations (§4)
7. Run BFS canonicizer over remaining configurations to obtain canonical form (§2)

3.1 Negation

The first step of refinement attempts to reduce the number of phase assignments that need to be considered in the final BFS. The authors of [2] propose an algorithm to determine a phase canonical form. However, their solution depends on the permutation of variables and thus does not allow an independent pruning of phase assignments and permutations. Instead of examining variables individually (thus being permutation-dependent), we propose to use the collection (a.k.a. bag) of row sums obtained by summing across each row of the implicant table as a conceptual tool to distinguish between different phase assignments, and select a “maximal” one as canonical. Note that bags are independent of row and column order and thus allow the pruning of phase assignments without considering permutation. This is because functions with different bags cannot be made functionally equivalent by only permuting inputs.

Example The function \( f_3(x_2 x_1 x_0 + x_2 (x_0 + x_1)) \) has row sum bag \( \{0, 1, 2\} \), as shown in column \( \Sigma_r \) of Figure 3a. Applying phase assignment \( x_3 x_2 x_1 x_0 y \) results in a new function with different bag \( \{1, 1, 2, 3\} \). On the other hand, applying phase \( x_3 x_2 x_1 x_0 y \) gives a third function \( x_3 + x_2 x_1 x_0 + x_2 (x_1 + x_0) \) with bag \( \{1, 1, 2, 2, 2, 3, 3, 3, 3, 4\} \).

In the following, we describe two fast criteria for comparing row sum bags without actually computing the bags.

3.1.1 Satisfy Counts

The first criterion chooses phase assignments which minimize the sum of the elements of each row sum bag (where \( 5 < 8 < 27 \) in the previous example). This sum is the number of 1’s in the implicant table. Finding the phase assignment with the minimum sum of row sums is equivalent to minimizing the satisfy counts of the individual columns as described in Section 2.2. By using this algorithm, an explicit enumeration of bags for candidate phase assignments is unnecessary.

Minimization (versus maximization) of the sum of row sums is adopted to make the final BFS terminate more quickly. Recall from Section 2 that the BFS canonicizer on line 7 of Algorithm 1 searches for a maximal bit string. By reducing the number of 1s, we increase their distinguishing power, and encounter them earlier in the search, thus being able to prune subtrees more quickly.

For our running example, we prune the candidate phase assignments to the four which result in a sum of 5: \( x_3 x_2 x_1 x_0 y, x_3 x_2 x_1 x_0 y, x_3 x_2 x_1 x_0 y, x_3 x_2 x_1 x_0 y \).

3.1.2 Sum of Squared Row Sums

Before proceeding to the next step, we apply the top step of the BFS of Figure 2 which prunes the phase assignments. Recall that we prune branches that encounter a 0 if there are others that encounter a 1. In our example, we discard \( x_3 x_2 x_1 x_0 y \) and keep the others, because 0001 is not an implicant of \( f \), while 0000, 0010, 0011 are.

In the case that several input phase assignment candidates are still indistinguishable after applying the previous steps, we compare the sum of squares of the corresponding row sum sets.

Example (cont’d) While \( x_3 x_2 x_1 x_0 y \) results in the bag \( \{0, 1, 2, 2\} \), configuration \( x_3 x_2 x_1 x_0 y \) produces the bag \( \{0, 1, 1, 3\} \). The simple sum of their row sums are equal. However, when we compare \( 0^2 + 1^2 + 2^2 + 2^2 = 9 \) to \( 0^2 + 1^2 + 3^2 + 3^2 = 11 \) we can distinguish them. We favor phase assignment \( x_3 x_2 x_1 x_0 y \) and discard \( x_3 x_2 x_1 x_0 y \). Again, the particular choice (9 versus 11) is a heuristic used to move 1s upwards in the search tree. The resulting sums for each phase assignment are shown in Figure 3b. After applying these criteria to our example, only two phase assignments remain for the rest of the algorithm. Note that these two can be made equivalent: \( f = f x_3 x_2 x_0 x_1 y \).
3.2 Permutation

The matchers described in [4, 5, 6] search over all permutations in order to find a canonical representation. In this section we describe how to reduce the set of permutations explored, by excluding certain mappings between the v’s and the x’s. We later show how this is useful for pruning symmetries.

For pruning permutations, we partition the input variables of a function according the criteria given in Sections 3.2.1 and 3.2.2. We then permute variables only within a partition. Note that partitions must be sorted to maintain canonicity.

3.2.1 Satisfy counts

In [11] and [3], satisfy counts of cofactors are used to partition the input variables of a function. These correspond to 1st order Walsh-Hadamard spectral coefficients [14, 15]. For two inputs \( x_i \) and \( x_j \), if \( |f_{x_i}| \neq |f_{x_j}| \) then \( x_i \) and \( x_j \) cannot be swapped without changing \( f \). Similarly, for two functions \( f \) and \( f' \), if \( |f_{x_i}| \neq |f'_{x_i}| \) then \( f \) cannot be transformed into \( f' \) by swapping \( x_i \) and \( x_j \).

This leads to a partitioning criteria for the input variables where the satisfy counts for the cofactors with respect to all variables of a partition are equal. Due to the phase refinement steps performed previously, input \( x_i \) may be negated later only if \( |f_{x_i}| = |f_{x_j}|. \)

Thus, the satisfy counts used are invariant.

Example Suppose we wish to find the canonical form of the function \( f = \bar{x}_1 x_2 \bar{x}_3 \bar{x}_4 x_2 x_0 + \bar{x}_3 \bar{x}_4 x_3 + x_5 x_4 x_3 \) using a search-based algorithm. Variables \( x_3 \) and \( x_2 \) are symmetric, as are \( x_1 \) and \( x_0 \); thus it is expected that four permutations result in the canonical form.

The satisfy counts are \( |f_{x_3}| = |f_{x_2}| = 5, |f_{x_0}| = |f_{x_1}| = 6, |f_{x_4}| = 13 \) which induce three partitions. Since variables may only be swapped within a partition, at most the four mappings between \( \{x_2, x_1, x_3, x_0\} \) and \( \{x_2, x_3, x_1, x_0\} \) will be explored.

3.2.2 Unateness

A second criterion for distinguishing variables is unateness, as suggested in [1]. A variable that is unate can never be swapped with a variable that is binate. This information can be applied to further refine the variable partitions defined previously.

3.3 Unateness Compression

Given a function that is negatively (positively) unate over all its inputs, the authors of [5] compress the implicant table by replacing it with a prime cover. For a function that contains a mixture of variable types, the authors used the uncompressed table.

In the following we propose an extension of this concept which compresses the implicant table with respect to all unate variables even if binate variables are present. Suppose \( f \) has \( k \) binate variables. We replace each of the \( 2^k \) cofactors of \( f \) w.r.t. the binate variables with a prime cover for the unate variables. Our implementation uses a bit string representation of the function for quick lookups when incrementally compressing a list of implicants. To maintain correctness while finding a maximal configuration, we must order the variables by their unateness which, as a side effect, further speeds up the search.

Compressing the implicant table is critical for algorithms that are polynomial in the table size. For a function that is binate in only one variable, this compression results in an exponential reduction of the runtime. In addition, compressing the table allows for additional opportunities to refine the set of configurations as demonstrated in the following example.

![Figure 4: Refining variable partitions of \( f = x_5 \bar{x}_2 x_3 x_2 x_1 \bar{x}_0 + \bar{x}_3 \bar{x}_4 x_3 + x_5 x_4 x_3 \) using an implicant table.](image-url)
4.1 Pre-search Symmetry Pruning

After applying the refinement techniques described in Section 3, more than one phase assignment or permutation may remain. In this case, we check for the simplest symmetries before proceeding to BFS: phase assignment and swapping of pairs of variables.

Example Consider \( f = x_2 \oplus x_1 \oplus x_0 \), which requires us to check 8 phase assignments even after applying the techniques of Section 3.1. We find that \( c = x_2 x_1 x_0 y \) is a symmetry. Then we can discard, among others, phase assignment \( x_2 x_1 x_0 y \). We also discard \( c \), since \( c \cap c = c \). In this case, a single explicit symmetry check saves the BFS from exploring four sets of paths.

Note that in the case of XOR, three configurations combining permutation and phase assignment are sufficient to describe all symmetries. However, we look for simple symmetries (requiring fewer symmetry checks) to simplify the implementation.

Example Suppose \( f = \bar{x}_2 x_2 + \bar{x}_3 x_3 \); variables \( x_3, x_2, x_1, \) and \( x_0 \) lie in the same partition, meaning 24 permutations are candidates. Furthermore, swapping \( x_2 \) with \( x_3 \) leaves the function unchanged, as well as swapping \( x_1 \) with \( x_0 \). We can impose an arbitrary ordering between \( x_2 \) and \( x_3 \), and \( x_1 \) and \( x_0 \), resulting in 6 permutations. In addition, we can further impose a new condition to keep symmetric variables adjacent. In this case, we need to consider the two permutations \( x_3 x_2 x_1 x_0 \) and \( x_1 x_0 x_3 x_2 \). This convention allows us to find other symmetries more easily.

4.2 In-search Symmetry Pruning

More complex symmetries may permute several variables simultaneously. For example, in function \( f = \bar{x}_2 x_1 + \bar{x}_3 x_2 + \bar{x}_3 \); variables \( x_3, x_2, x_1, \) and \( x_0 \) lie in the same partition, meaning 24 permutations are candidates. Furthermore, swapping \( x_3 \) with \( x_2 \) leaves the function unchanged, as well as swapping \( x_1 \) with \( x_0 \). We can impose an arbitrary ordering between \( x_2 \) and \( x_3 \), and \( x_1 \) and \( x_0 \), resulting in the function unchanged. Again, we can use this information to reduce the search space for the BFS. However, there is a large number of options to permute several variables simultaneously, and it is unknown which swap attempts are more likely to result in symmetries.

The BFS algorithm itself provides a clue: the search algorithm, by discarding configurations that are asymmetric to the maximal configuration, provides a good set of candidates to check for symmetries. For two active paths in a branch and bound tree relating to different permutations, we can swap the corresponding variables and check for symmetry. The authors of [5] propose to check for a limited type of symmetry at every step of the algorithm. In contrast, we propose to check for a more general set of symmetries at opportune moments, as shown in the next example.

Example Suppose \( f = \bar{x}_3 x_1 + \bar{x}_3 x_0 + \bar{x}_3 x_2 \). From satisfy counts, the variables are partitioned so that only four mappings between \( \{x_3, v_2\}, \{v_1, v_0\} \) and \( \{x_3, x_2\}, \{x_1, x_0\} \) need to be considered. The branch and bound tree corresponding to these permutations is shown in Figure 5; other permutations are omitted. The minterms are converted to a unate cover, and columns for \( x_1 \) and \( x_0 \) are complemented to minimize 1s, resulting in \((1001,0110,0000)\). The tree is labeled with the bit string representation for each permutation. In addition, we label the tree with \( a \), \( b \), and \( c \) to refer to three different stages of the search.

We can compare the partial permutations at any of these stages to check for symmetries. However, points \( a \) and \( b \) are ineffective. Point \( a \) will attempt to swap \( x_1 \) and \( x_0 \), which was already checked for. Point \( b \), which is the end of a partition, checks for the rare rotational symmetry [16].

\( c \) is a good point in the search to check for hierarchical symmetry. The left path chose \( \{x_3\} \) for \( \{v_2\} \), and the right path chose \( \{x_2\} \) for \( \{v_2\} \). Together, they form a subpartition of the current partition \( \{x_3, x_2\} \). If we reach this point in the search, it is likely that a symmetry exists. Using this scheme, we avoided explicitly checking whether, for example, the two leftmost paths in the search tree correspond to symmetric configurations.

5 Experimental Results

We implemented the described enhancements using a Boolean matcher based on branch-and-bound. As a baseline, we use an implementation of the algorithm presented in [6] with two improvements. First, the bit index table is computed for permutations only, as mentioned in §2.1. Second, the output phase problem is solved as described in §2.2. These changes allow us to examine 9-input functions, but are minor, so we still refer to this matcher as “DS”.

The functions provided to the matchers were obtained by decomposing the circuit \( j2.blif \) into AND2 gates and inverters, and generating cuts according to the recursive definition in [17]. This circuit is of significant size, and thus provides a good source for a wide variety of patterns that occur in practical synthesis flows. We classify the functions based on input size, and run the two matching algorithms on approximately 20,000 instances of each class of functions on a workstation with 512MB of memory and a 3.0GHz Pentium 4 processor.

5.1 Runtime Dependence on Input Size

The runtimes for the matchers are shown in Table 1. When practical, the matching routines are averaged over 50 runs to amortize I/O cost. Column \( n \) denotes the number of inputs to each function.

The column “DS” refers to matcher “DS”. The column “DS++” refers to the same matcher with the rest of the improvements described in this paper.

The column denoted by “Speedup” is a simple ratio of runtimes. To measure how the scalability of both algorithms compare, we report in the next column the speedup scaled by the number of input configurations. This value would be constant when comparing worst-case search with an oracle.

For all input sizes, matcher “DS++” greatly outperforms “DS”. Symmetries and asymmetries are found quickly, so that the last column is roughly constant. The indicated runtime of “DS++” is exponential in \( n \) — this is to be expected, because the bit strings used as input and output are of length \( 2^n \).

Note that the results reported here for “DS” greatly differ from those given in previous work — we will explain this during the discussion of the next set of experiments.

5.2 Runtime Dependence on Input Type

The next set of experiments illustrates the dependence of the runtime on the input types. We run the two matchers on three sets of 7-input functions: random functions, the functions from the previous experiment, and a 7-input XOR. The results are shown in Table 2. For random functions, “DS” performs fairly well. Random
functions (used in [6]) typically contain no variable symmetries\(^6\), which assures that “DS” will not experience worst case behavior. On the other hand, the XOR contains many symmetries, and “DS” required five minutes to compute a canonical form.

### 5.3 Symmetry Finding

As discussed earlier, symmetry detection can be performed using Boolean matching or by finding graph automorphism. In order to confirm the effectiveness of our approach, we use our Boolean matcher and the graph automorphism package saucy [18] to detect symmetries. We stress that this is not intended as a thorough test of automorphism, but not just graphs representing functions. On the other hand, saucy was developed primarily to find symmetries in propositional formulas (i.e., functions).

In order to properly discount time spent in setup routines such as memory allocation, we perform these experiments on a Pentium III 800MHz computer with 256MB of RAM, running Linux 2.6 with the perfctr library. Our matcher and saucy are provided with the same set of functions used previously.

As the results in Table 3 show, our matcher is highly competitive, outperforming saucy on every benchmark. Our matcher precomputes search trees in [6], meaning it has a somewhat unfair advantage, and is thus limited to functions with few inputs. However, the difference in runtime is rather large, and switching to a more scalable implementation of branch and bound [5] may not adversely affect performance too greatly. Overall, the ratio of runtime between our matcher and saucy is roughly constant, meaning that both are equally effective in finding symmetries.

### 6 Conclusions

In this paper we outlined several enhancements for Boolean matchers that are based on computing canonical representations. Rather than choosing a single criterion for canonicity, we define our canonical form in a way that applies a sequence of refinement steps with the goal to quickly prune the set of candidates to be further processed by a final “tie-breaker.” In addition, we showed that different representations of a function can distinguish different properties of the function. We also outlined the connection between canonical form computation and symmetry detection, and showed that our matching algorithm is competitive with a state-of-the-art symmetry detector.

---

\(^6\)For an arbitrary 7-input function, the probability that two particular variables are symmetric is \(2^{-27} = 2.3 \times 10^{-15}\).  

### Table 1: Runtime of matching algorithms for different input sizes.

<table>
<thead>
<tr>
<th>n</th>
<th>DS</th>
<th>DS++</th>
<th>Speedup (x)</th>
<th>Speedup/n/2(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.61</td>
<td>0.42</td>
<td>1.45</td>
<td>3.7e-3</td>
</tr>
<tr>
<td>5</td>
<td>8.57</td>
<td>1.34</td>
<td>6.40</td>
<td>1.7e-3</td>
</tr>
<tr>
<td>6</td>
<td>98.8</td>
<td>2.31</td>
<td>4.28e1</td>
<td>0.9e-3</td>
</tr>
<tr>
<td>7</td>
<td>3.12E3</td>
<td>3.69</td>
<td>8.46e2</td>
<td>1.3e-3</td>
</tr>
<tr>
<td>8</td>
<td>1.10E5</td>
<td>7.58</td>
<td>1.45E4</td>
<td>1.4e-3</td>
</tr>
<tr>
<td>9</td>
<td>6.26E6</td>
<td>15.0</td>
<td>4.17E5</td>
<td>2.2e-3</td>
</tr>
</tbody>
</table>

### Table 2: Runtimes for extreme cases of 7-input functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Average Runtime ((\mu)s)</th>
<th>DS</th>
<th>DS++</th>
<th>Speedup/7/2(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random / input</td>
<td>38.2</td>
<td>5.2</td>
<td>2.6e-3</td>
<td></td>
</tr>
<tr>
<td>Typical / input</td>
<td>3.12E3</td>
<td>3.69</td>
<td>1.3e-3</td>
<td></td>
</tr>
<tr>
<td>XOR</td>
<td>3.99E6</td>
<td>32.6</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Results for symmetry detection.

<table>
<thead>
<tr>
<th>Function</th>
<th>Average Runtime (cycles)</th>
<th>Saucy</th>
<th>DS</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random / input</td>
<td>1.09E5</td>
<td>2.91E4</td>
<td>3.73</td>
<td></td>
</tr>
<tr>
<td>Typical / input</td>
<td>1.51E5</td>
<td>7.68E3</td>
<td>19.7</td>
<td></td>
</tr>
<tr>
<td>XOR</td>
<td>1.10E6</td>
<td>3.93E4</td>
<td>28.2</td>
<td></td>
</tr>
</tbody>
</table>
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