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Abstract—To understand and identify the attack surfaces of a Cyber-Physical System (CPS) is an essential step towards ensuring its security. The growing complexity of the cybernetics and the interaction of independent domains such as avionics, robotics and automotive is a major hindrance against a holistic view CPS. Furthermore, proliferation of communication networks have extended the reach of CPS from a user-centric single platform to a widely distributed network, often connecting to critical infrastructure, e.g., through smart energy initiative. In this manuscript, we reflect on this perspective and provide a review of current security trends and tools for secure CPS. We emphasize on both the design and execution flows and particularly highlight the necessity of efficient attack surface detection. We provide a detailed characterization of attacks reported on different cyber-physical systems, grouped according to their application domains, attack complexity, attack source and impact. Finally, we review the current tools, point out their inadequacies and present a roadmap of future research.

I. INTRODUCTION

Cyber-Physical Systems (CPS) are widely proliferated from minuscule bio-implantable devices to ultra-complex infrastructures. The rapid advances in computing and communication technology have enabled the cyber world to seamlessly and intelligently interface with a distributed physical world. This growth also increased our reliance on the system, which, more often than not, has been designed without security as a design goal. Consequently, the threat of an attack in various forms and scale is more real than ever. In fact, recent cases of CPS attacks include city water pipeline [1] and pacemaker [2]. While the former represents industrial CPS attack, the latter constitute attacks on consumer and healthcare CPS. Undeniably, for both CPS designer and user, security has become a prime concern. Our paper addresses this challenge with a systematic approach.

A. State-of-the-Art Approaches

There have been several works that outlined the security issues of cyber-physical systems [3][4][5][6][7]. In the discussion of potential attacks [3] observes that traditional design of robust cyber-physical systems center around random faults [7] and not the ones that can be caused by a malicious attacker. As a result, the lack of an attack model that considers the dynamics of the physical system is pointed out. In [5], authors presented a general workflow of CPS and identified the attack surfaces on this work flow during sensing, computing, communicating or actuating. Further, they proposed the idea of sensing security and using context-dependent security measures. Similarly, industrial CPS, such as smart grid and critical infrastructures’ security championed the idea of ensuring security from the perspective of control systems [7], [8], [9].

CPS is often characterized by strong real-time constraints that makes them vulnerable to timing-driven attack. It was shown in [4] that security considerations do have an adverse impact on the schedule and runtime. The issue of strict resource constraints and hard runtime deadlines were also pointed out by [3][4][5] and at a roundtable discussion [10]. It was suggested in [10] to work on a language, or a feature of it, to let the designers work on the security enhancement in synchronization with other requirements of CPS. Indeed, there has been little effort, notably from the control theory perspective [11], in considering security as a design parameter for CPS from an early design phase.

B. CPS Security: Why It’s Different?

CPS is a distributed control system with strict timing constraints consisting of both physical and cyber components. The presence of the physical interface is what makes CPS security particularly challenging. Unlike a standalone IT system, security compromise in a CPS system leads to disastrous consequences. The differences are detailed in the following.

- **Physical Interface**: The sensor and actuator interface for a CPS marks the most trivial attack surfaces [18], which also distinguishes it from IT security. An attacker can exploit the physical interface to undermine the security of a CPS without actually needing to break the access control mechanism. In traditional IT security that could happen only if the data is transmitted through open network. Furthermore, the control network of CPS is overlaid through the physical interfaces.

- **Control System**: CPS execute on the premise of one or multiple underlying control network, which is often integrated with a physical sensor/actuator that is markedly different from traditional IT security viewpoint. A typical example of this is implantable medical devices, which collect user data, and trigger operations in case of abnormal vital parameters. Supervisory Control and Data Acquisition (SCADA) systems are integral part of modern industrial infrastructure. Not surprisingly, the vulnerabilities in this control network remains a sweet spot for cyber attacks [6] that keeps on growing due to internet-connected SCADA systems [19].

- **Availability**: The significance of the availability breach in CPS is much more severe than a standalone digital system. An example of this is power grid attack reported in 2015 [20]. Note that for industrial control systems, the availability attack increases the attack’s economic impact.
TABLE I
A CONCISE LIST OF REPRESENTATIVE CPS ATTACKS

<table>
<thead>
<tr>
<th>Domain</th>
<th>Application</th>
<th>Source</th>
<th>Manifested Security Violation</th>
<th>Attack Cost</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumer</td>
<td>Healthcare</td>
<td>Wireless Network [12]</td>
<td>Eavesdropping, Compromised Key Attack</td>
<td>Medium</td>
<td>Critical</td>
</tr>
<tr>
<td></td>
<td>Automotive</td>
<td>Various ECUs [13]</td>
<td>Eavesdropping, Compromised Key Attack, Man-in-the-middle, Denial of Service</td>
<td>Medium</td>
<td>Critical</td>
</tr>
<tr>
<td></td>
<td>Smart Home</td>
<td>Digital locks [14], ZigBee devices[15]</td>
<td>Eavesdropping, Denial of Service, Confidentiality</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>Transportation</td>
<td>CPS Spoof [16]</td>
<td>Integrity</td>
<td>Low</td>
<td>Critical</td>
</tr>
<tr>
<td></td>
<td>Manufacturing Control</td>
<td>Virus spread through USB devices [17]</td>
<td>Eavesdropping, Side Channel Attacks, Resonance Attacks</td>
<td>High</td>
<td>Critical</td>
</tr>
</tbody>
</table>

proportionally with the duration of unavailability. On the other hand, for implantable health devices, or autonomous vehicles, it could lead to kinetic attack.

- **Timing Constraint**: Hard and soft real-time constraints form an important aspect of CPS. The execution time between an event and its corresponding response can be dictated by a hard deadline, which, if missed, may lead to failure of the complete control flow. For example, industrial smart energy monitoring systems deploy circuit breakers to estimate under/over-current. In case of a delay in detecting the surge in the current, the grid can be physically damaged, eventually causing the entire system to fail. Similar use cases are also given in Smart Production systems.

- **Socio-Technical Model**: Information security only forms a part of the larger socio-technical system security. For CPS, in particular, industrial scale systems, it is not only sufficient to define the access control but also the social and economic impacts of the security breach. This problem is less manifested in a classical information security paradigm due to its limited exposure to the physical interfaces and constraints. For CPS, this becomes especially important due to the possibility of life-threatening situations that can arise due to a security breach. A detailed discussion of these issues deserves independent study and is not covered within the scope of this manuscript though, mentioned for the sake of completeness. Interested readers may refer to [21][22] for a detailed discussion.

Naturally, the complexity of secure CPS design is relatively manageable if one concentrates on one particular application scenario or use case. This enables the designer to model the control flow, sensor behavior, timing deadlines and the network infrastructure in a much more concrete fashion. Indeed, there has been a few detailed studies on security and corresponding countermeasures for CPS that center around a specific application domain. For example, [23] presents a detailed and comprehensive analysis of different attack surfaces of an automotive. Similar studies for security of smart grid [24], [11], additive manufacturing[25], [26] and implantable medical devices [27], [28], [29] have been reported. Several representative CPS attacks are listed in the Table I.

We relate to such studies whenever appropriate in this manuscript though, we mainly highlight the generic CPS security frameworks. Further, it should be noted that, though the socio-economic aspects of secure CPS is an important domain to be addressed, we restrict our manuscript to the discussion of technical aspects only.

**Organization**

The rest of this manuscript is organised as following.

In Section II, a generic structure of CPS is presented, for which diverse modeling approaches are discussed. Section III presents a categorization of CPS attacks along with a discussion on existing CPS security standards, while Section IV discusses different existing strategies for attack identification. The idea of security-aware design and automation has received some research momentum in recent times. These are described in the Section V. Section VI concludes the paper with an agenda of future research tasks.

II. CYBER PHYSICAL SYSTEM: GENERIC STRUCTURE

CPS consists of the following components - Sensor, Actuator, Computing, Storage and Communication. The combination of several components from this set forms a distributed control system. For each of these components, diverse kinds of attacks are feasible, of which, few representative attacks are shown in the Fig. 1.

**CPS Modeling Frameworks**

Based on this generic structure, the CPS system can be modeled using the two kinds of approaches, block diagrams and equation-based object oriented languages. These modeling
approaches are supported by efficient tools for e.g., formal verification and optimized code generation. An excellent survey of CPS modeling frameworks is available at [30], while the complexity of CPS modeling is discussed in [31]. Note that the modeling frameworks are based on formalisms such as, timed/hybrid automata, hierarchical state machines, differential equations and dataflow [30]. For example, VHDL/Verilog programming languages adhere to timed automata, or discrete event formalism.

Block Diagrams: Block diagrams are frequently used to describe such systems since they can be used represent both discrete and continuous events. MATLAB Simulink\(^1\) and Ansys\(^2\) are examples of commercial tools that use differential equations and discrete time difference equations for continuous and discrete events respectively. Scicos\(^3\) from Scilab environment provides an open source alternative to Simulink. For the physical components of CPS especially to efficiently solve partial differential equations, COMSOL\(^4\) can be used, which can be integrated to Simulink. Another prominent modeling language for CPS is Architecture Analysis & Design Language (AADL), which has its roots in Avionics systems modeling. Recent literature reports the extension AADL to model the physical components [32]. An open-source simulator that supports diverse range of models is presented in [33].

Equation-based Object Oriented (EOO): As opposed to the block diagram specifications, EOO languages are non-causal, which implies that the flow of information is not specified beforehand. Modelica is an example of an EOO language that can be used to model and simulate both the cyber and physical portions of CPS. Another example of non-causal EOO language is Functional Hybrid modeling (FHM) in which functions are used to model the composition. The main advantage of EOO languages over Block diagrams is that the topology of the real physical systems and the models is similar that makes model reuse easier. Modelica can be integrated with other third-party components in a complex system via standardized Functional Mock-up Interface (FMI). Such an effort for smart grid modeling is reported in [34].

III. CPS ATTACKS AND SECURITY STANDARDS

In this section, we present a classification of CPS attacks. Furthermore, a detailed discussion on the current CPS security standards is also presented.

A. Attack Definition and Classification

An attack towards a CPS is a deviation from an anticipated/specifed execution flow, which breaches either of these security objectives - Confidentiality of data/execution flow, Integrity and Authenticity of command and message, and Availability of a functional system. The attack can originate anywhere in the system, and even though it does not manifest into an externally visible impact, it is considered an (foiled) attack. One may use the CPS modeling frameworks for an attack simulation, where the socio-technical attack sources are restricted to purely technical origins only.

Note that, the aspect of IP piracy is sometimes integrated with security analysis since, IP piracy relies on reverse engineering techniques. Reverse engineering is a useful step for confidentiality breach via side-channel analysis, inserting Trojan hardware, and piggybacking malware.

B. Security Standards for CPS

It is a well-understood fact that perfect security is extremely difficult, if not an impossible goal. Nevertheless, to minimise the effect of cybersecurity incidents, one may try to increase the cost of an attack and reduce the impact of it, in case of eventuality. To facilitate the comparison between different standards and also allow a holistic view of security, we define the Complexity-Impact Ratio (CIR), which is expressed as:

\[
CIR = \frac{\text{complexity}}{\text{impact}}
\]

where the metric of complexity and attack can be defined in terms of duration, monetary cost, manpower or a combination of these. Current cyber security standards provide standards for information security and critical infrastructure security. Well-known information security standards like ISO/IEC 27002 [35] provide the basic template, which is adopted by different national standards. It includes recommendations for managing critical assets, information, intervention of humans, access control, underling cryptographic primitives among others.

Security of critical infrastructure is governed by standards such as North American Electric Reliability Corporation’s (NERC) Critical Infrastructure Protection (CIP) Cyber Security Standards. CIP [36] standard mandates an electronic security perimeter for critical assets, and further puts in recommended practices for identification and recovery plans for cybersecurity incidents. Of late, there is also a rise in attacks particularly against IoT devices, e.g., IP cameras used in smart home networks fall prey to this. There is a recent draft of recommendations from NIST [37] to caution against such attacks but, these are yet to be standardized. Clearly, there is an urgent need for defining CPS security standard that combines the recommendations from both of these with a goal to maximise the CIR, and incorporate new attacks in a watchlist. In the following, such recommendations are made.

- **Infrastructure and Industrial Control Systems:** First, increasing digitization of infrastructure via e.g., smart manufacturing requires adoption of digital security standards to infrastructural CPS. Second, physical side-channels, e.g., fault injection attacks, Trojans, information leakages has to be considered. Exemplarily 3D printers, considered to be a mainstay of smart manufacturing, are susceptible to side-channel attacks [26]. Third, manufacturing of components for large-scale infrastructure needs to adhere to secure supply chain management principles.

- **Consumer CPS:** First, the modern age of communication paved way for Internet-of-Things (IoT), which caters to a consumer with distributed but, connected devices, running on separate protocols. Security standards need

---

1https://ch.mathworks.com/products/simulink/
2http://www.ansys.com
3http://www.scicos.org/
4https://www.comsol.com/
to adapt for distributed, ad-hoc and cross-protocol environments. Second, due to the perceived lower impact for consumer devices, the protection measures are relatively lightweight. However, for consumer devices that has significant autonomy and criticality, e.g., wearable and implanted health devices, the CIR is low [38]. A quantifiable CIR threshold definition will be of much practical importance.

These concerns, which are often exacerbated by the CPS manufacturers’ inability to address the security challenges, led to an exemption of copyright [39]. Essentially, this allows the software in an Electronic Control Unit (ECU) to be examined by the owner of a CPS to determine flaws and mitigate it, if identified, independently. Such an approach paves way for security auditing, with eventual growth of security-as-a-service (please refer subsection V-C for more details) in CPS. Along the same lines, Food and Drug Administration (FDA) in US has released guidance for management of devices in case of cyber security threat [40].

IV. MODELING THE ATTACK FLOW

A systematic attack flow modeling is only possible by adopting a reference system model and identifying the attack sources as well as attack manifestation path therein. This approach, in contrast to in-depth domain-specific analyses like [23], allows one perform an early-stage vulnerability analysis. This kind of technique is commonplace in malware detection, dubbed in early literature as attack tree [41]. In a more elaborate effort, a system-wide flow of information is captured in a so called taint graph [42]. For a given source of anomaly, the taint propagates in a directed graph.

A. Control Attack

Clearly, this analysis is inadequate to capture the complex nature of attacks in a CPS. In [6], authors viewed the attacks from two perspectives - from the implementation model, e.g., network/device/storage attacks, and from the control theory viewpoint. In the first case, the attacks are again classified into several categories. First, software attacks, which include OS attack, buffer overflow attack and database attack. Second, the attacks on the communication stack across different layers. From the control theory perspective, the attacks are divided into deadline miss attack, Denial-of-Service (DoS) attack, unauthenticated actuator control attack and sensor spoofing attack. This classification, though introduced with primarily SCADA network in mind, remains highly relevant and can easily be applied to identify the attack surfaces in another domain, e.g., Controller Area Network (CAN) bus in an automotive.

B. Deadline Violation Attack

Another method of identifying attack sources is presented in [43]. A specific example is shown in the Fig. 2. The proposed Attack Sequence Diagram (ASD) illustrate the attack propagation from an event (caused by the attacker) leading to a deadline miss. Here, the deadline miss for task A is caused by a change in the priority during the load_priority event.

C. Sensor/Actuator Attack

Similarly, for identifying the physics-based attacks via the sensors/actuators, particularly for industrial control systems, two different strategies are pointed out in [7]. These are termed, stateful and stateless anomaly detection tests.

D. Attack Source Classification

We propose the following categorization of the attack sources in a CPS. For each of these attack sources, the attack can be mounted by an adversary through cyber (malicious software/hardware trojan) or physical (information leakage, fault injection) means. For each case, we highlight some sample attacks.
Control/Data flow: This kind of attack can be mounted in communication network, e.g., Modbus/TCP protocol stack or SCADA network, or in the computing platform. This could be carried out through malware or physical fault injection. A control flow attack at the computing device (e.g., programmable logic controller) would be modification of the instruction control flow.

Storage: For a cyber attack, the storage can be made unavailable through DoS attack, or a false data can be injected through SQL injection attack. If the attacker gets physical access to the storage, sensitive information can be read through data remanence attack.

Sensor/Actuator: Manipulating a sensor/actuator potentially represents a hazardous attack source, first, due to the difficulty in monitoring its behavior and second, due to its immediate impact in the physical world with lowered possibility to contain the attack within the system. Such attacks can be non-invasive and potentially hazardous as exemplified in [47].

For every attack category, an abstract view from system-level or a detailed view from the implementation level is admissible. This adjustable abstraction eventually facilitates development of security-aware design flows. Further note that, these attack sources can be exploited to eventually trigger an erroneous execution in the control network, sensor/actuator spoofing, unavailability of critical resource, a timing misalignment or a combination of these failures.

V. SECURITY-AWARE CPS DESIGN FLOW

Compared to the advances in vulnerability identification and countermeasure propositions, the research in security-aware CPS design is still at a nascent phase. This is partly due to the fact that security threats are often hard to model at high-level abstractions. The most common approach for security-aware design flow is to include a feedback loop at high-level design flow, which simulates/emulates attacks [48] and validates the efficiency of the countermeasures. On the other hand, the recommendations from NIST [37] is that - "there must be a level of confidence in the feasibility and correctness in-concept, philosophy, and design, regarding the ability of a system to function securely as intended" - indeed, it calls for a design approach that ensures secure execution.

A. Building Trusted CPS from Untrusted Components

The complex design flow of CPS heavily relies on multiple different tool flows, including a complex supply-chain management, manufacturing and testing process. Specifically, the heterogeneous nature of CPS components often include library of available IPs as shown in the Fig. 4. There is a large body of work to rule out hardware Trojan insertion [49],[50] and mitigate attacks via Design-For-Testability (DFT) constructs [51],[52]. In contrast, system-level integration of untrusted components or malicious design modification at higher level of abstraction are few and rare.

B. Reverse Engineering

In the following Fig. 5, different design abstractions are shown with some of them marked red using the Y-Chart. The marked abstractions are demonstrated to be target of reverse engineering. Also note that, these abstractions are exchanged as soft/hard IPs among vendors. Reverse engineering plays a crucial role in security-aware CPS design flow for several reasons. First, it is directly related to IP piracy. Second, by preventing reverse engineering, it also reduces the possibility of Trojan hardware insertion. Finally, several side-channel attacks heavily depends on the identification of physical location for different computing/storage blocks. For RTL constructs, design obfuscation [49] is proposed to combat reverse engineering, which is yet to be ported to CPS.

C. Security-As-A-Service (SECaaS) for CPS

There is already a multi-billion-dollar industry that is serving diverse industries the service of security, e.g., for internet security, data security and cloud security. The challenge of secure CPS has to be partly addressed by similar Security-As-A-Service (SECaaS) model for CPS. Already available examples for this includes, security auditing of CAN bus in an automotive network [48] and rapid detection of attack in a large-scale wireless sensor network [53]. In fact there are several commercial offerings, which target sector-specific security, e.g., Argus\textsuperscript{5} for automotive security and Bitdefender\textsuperscript{6} Box for IoT security.

\textsuperscript{5}https://argus-sec.com/  
\textsuperscript{6}http://www.bitdefender.com
VI. CONCLUSION AND ROADMAP

This paper presented an overview of state-of-the-art secure CPS design and execution, including recent trends and tools to combat the continuously growing threats. The problem is going to be increasingly relevant due to the rapid adoption of technologies like IoT, smart home/automotive/energy and in general deepen interaction between the cyber and physical world. We presented a brief survey of CPS attacks, recommendations for CPS security standards and followed up with a discussion of attack flow modeling. A classification of attack types and attack sources/surfaces is also presented. Finally, the challenges related to secure CPS design flow are reviewed.

Plethora of open research problems in secure CPS design do exist. Some of these are highlighted in the following.

1) How to include security as a quantifiable design metric in early-stage CPS modeling frameworks?
2) How to model complex and hybrid attack flows?
3) How the attack surface and attack flow be combined to determine the Complexity Impact Ratio (CIR)?
4) How to develop a Design-For-Security-Testing (DFS) construct for static and dynamic security auditing?
5) How to create a comprehensive test infrastructure with the notion of security coverage?
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