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Abstract—At the current time, there are several fundamental changes in the way computing systems are being developed, deployed and used. They are becoming increasingly large, heterogeneous, uncertain, dynamic and decentralised. These complexities lead to behaviours during run time that are difficult to understand or predict. One vision for how to rise to this challenge is to endow computing systems with increased self-awareness, in order to enable advanced autonomous adaptive behaviour. A desire for self-awareness has arisen in a variety of areas of computer science and engineering over the last two decades, and more recently a more fundamental understanding of what self-awareness concepts might mean for the design and operation of computing systems has been developed. This draws on self-awareness theories from psychology and other related fields, and has led to a number of contributions in terms of definitions, architectures, algorithms and case studies. This paper introduces some of the main aspects of self-awareness from psychology, that have been used in developing associated notions in computing. It then describes how these concepts have been translated to the computing domain, and provides examples of how their explicit consideration can lead to systems better able to manage trade-offs between conflicting goals at run time in the context of a complex environment, while reducing the need for a priori domain modelling at design or deployment time.

I. INTRODUCTION

Twenty-first century computing systems, from those supporting cloud-based applications, to the Internet of Things, sensor networks or multi-core platforms, can increasingly be characterised in terms of high complexity. This complexity is often multi-faceted, and can include

1) **scale**, as the size of computing systems, or the number of distinct entities comprising them, is increasingly large;

2) **heterogeneity**, where individual entities, components or sub-systems comprising the system, vary from each other, for example in terms of capabilities, capacity or behaviour;

3) **uncertainty** surrounding the composition of the system

Classically, these concerns are captured as requirements, or in terms of goal states or objective functions. Increasingly, however, those interacting with or impacted by systems are not well-known until after deployment, and other parties such as those involved in development, operations, management and regulation roles also have concerns which must be considered, and factored in to decision-making.

Stakeholder concerns can vary to a high degree, and can include such qualities as task performance, throughput, flexibility, resource usage, costs, reliability, safety, security, understandability, and many more. This implies that any meaningful evaluation of a system’s behaviour must inherently be multi-objective, where relationships between concerns are often characterised in terms of trade-offs, tensions or even full conflict. Classically, an analysis of how different behaviours or configurations can lead to desirable outcomes in a multi-objective space is tackled at design time (e.g., the field of multi-objective optimisation has contributed much to solving these sorts of problems as part of the design process [1]).

While analysis may provide insight into run-time behaviour, in a complex system operating in a poorly understood environment, such qualities are typically only observable at run time. Therefore, increasingly this process needs to be moved online, in order to enable continuous monitoring and, if necessary, redesign of the system, in order to remain effective, as the world changes. Such a process requires not just the designer to have an awareness of how the system behaves, but it requires the system itself to be able to experiment, model, hypothesise and adapt its own configuration and behaviour, in the context of its environment. In short, it requires the system to be aware of itself.

In this paper, I explore recent work that approaches the notion of self-awareness with a view to explicitly designing self-awareness capabilities into computing systems. I will discuss motivations for self-awareness from a variety of dif-
II. Complexity Challenges

It is clear that in almost all cases, the computing systems of the 21st century operate on a greater scale than those from decades past, often comprising substantial numbers of components or sub-systems. As an example, in 2010 it was estimated by a Google engineer [2] that the execution of a single search query uses over 1000 computers. Meanwhile, multi- and many-core platforms are now found with numbers of cores in the thousands. In many domains, as engineers or users interacting with a system, we find ourselves no longer concerned with the specific behaviour of individual components or sub-systems. Instead, we are often more interested in the behaviour of the system as a whole, in the resulting behaviour of many interacting computational entities. This has been recognised in the emerging area of spatial computing [3], in which one considers how to program a large collective system, not at the level of individual entities (as in multi-agent systems), but at the level of the aggregate [4].

**Heterogeneity**, and other types of diversity, form a major challenge in cloud [5] and edge computing [6], and in sensor networks [7]. Yet heterogeneity also offers opportunities for greater efficiency and task performance, as entities within a system can specialise and be better adapted to their specific local situation, avoiding the constraint of a one-size-fits-all approach. Examples of such a benefit have been shown in a range of areas as diverse as multi-core systems [8], machine learning algorithms [9], circuit design [10] and, again, sensor networks [11]. Recently, we reviewed and analysed types of heterogeneity and other forms of diversity in computing systems [12], using examples of visual sensor networks, a population-based search algorithm, and a cloud load balancer. A more in-depth analysis of diversity in a visual sensor network application showed how a system comprising many self-aware entities may lead to increased heterogeneity, as the different entities learn to be different from each other, in line with their own perceptions of the world [13].

**Uncertainty** over operation is approaching being an assumption in many computing domains. This implies that the same behaviour may lead to different outcomes at different times, or the environment of a component (including other systems with which it needs to interact) will vary more or less. Cloud computing is a case in point of this, where for example in volunteer clouds, physical storage resources may or may not be available to satisfy a request, and even if storage is allocated, it may or may not be reliable [14], [15].

A further consideration that must be dealt with in many modern systems is ongoing change. This may be considered research efforts are already devoted to this issue in computer engineering (e.g., [8], [16]).

Finally, an increasingly prevalent characteristic of 21st century systems is **decentralisation**. This may be expressed in terms of a decentralisation of processing and decision-making, as the feasibility of routing data back to a centralised controller, responsible for making decisions about how the entire system should operate, is being questioned. Due to the vast amount of data involved, camera networks are one area where decentralisation of processing and decision-making is taking hold [17]. Here, a camera at the edge of the network is responsible for processing video data and also potentially for deciding whether what is observed should be communicated to the user or other cameras. A more extreme form of decentralisation exists when different parts of the system are not only operating in a decentralised manner, but may be owned or controlled by different individuals or organisations. For example, in cloud computing, resources required for an application may be owned by individuals with their own differing priorities and goals [14], and this leads to a diversity of purpose. In this case, not only must operational behaviour and data be coordinated without reference to a central node, but diverse goals must also either be reconciled, or else the system made tolerant to this fact of life.

III. A Desire for Self-awareness in Computing

Of course, having to deal with growing complexity in computing is nothing new. Referring to a previous “complexity challenge” [18], the autonomic computing effort sought to use greater levels of autonomy to provide systems with the ability to manage themselves [19]. In what has become known as IBM’s “manifesto” for autonomic computing [18], Horn laid out what he saw as fundamental characteristic of autonomic systems: “to be autonomic, a computing system needs to know itself.” Indeed, the autonomic computing literature has proposed [20]–[22] four supporting properties of autonomic systems, which are required in order to enable the activities above. These are self-awareness, environment-awareness (or self-situation), self-monitoring and self-adjustment.

Perhaps the earliest attempts to explicitly address self-awareness in a computing context began around 2004. A DARPA workshop on “Self-Aware Computer Systems” [23] discussed contributions from a range of researchers whose position papers proposed key challenges in understanding what self-awareness might mean in computing.

One area of self-awareness that has received some focus has been those that form part of meta-cognition [24] (thinking about thinking), long seen as a challenge in progressing
self-awareness; he argues that being aware of oneself is not merely about possessing information, but also about using that information in order to modify goals, including concerning what information to gather in future. Schubert [25] and Cox [28] both highlight another benefit that self-awareness can bring to systems, beyond adaptation: self-explanation. Self-aware systems will be able to explain or justify themselves to external entities, such as humans or other systems, based on their self-awareness.

While meta-cognition and meta-self-awareness have been a focus of artificial intelligence researchers, computer engineers have also identified a role for self-awareness in the form of systems that use run-time knowledge about themselves. Agarwal and others [16], [29] propose a shift in how design is carried out, away from the classic case where the behaviour of the system is specified at design time, in favour of designing systems capable of adapting to their context at run time. This has the effect of delaying decisions until run time, particularly concerning how resources should be deployed. Since, in a complex world, it is unclear exactly which resources will be available in a given context, designs are favoured in which systems can discover resources and make decisions about how to effectively and efficiently allocate them during operation.

One benefit of this approach is that it can lead to less programming effort, since if a system can automatically discover how to meet its goals based on what it finds available during operation, then designers are no longer required to solve problems of resource allocation for every envisaged situation themselves. Important properties of self-aware systems, Agarwal argues [16], include introspection, adaptation, self-healing, goal-orientation and the ability to carry out computations to a desired approximation.

In the area of software engineering for service-based systems, Kounev [30] also propose a role for self-awareness. Here the problem tackled is that of how to meet quality of service requirements, despite changes in the operating environment. Here, the focus is on endowing the system with the capability to build models of the system’s architecture and its interactions with its environment. These self-models are used to enable run-time reasoning and adaptation. Properties highlighted in Kounev et al’s work [31] include self-reflection (awareness of hardware and software infrastructure, execution environment, and operational goals), self-prediction (the ability to predict the effects of environmental changes and of actions) and self-adaptation. A challenge is highlighted around the need for systematic engineering methodologies for self-aware systems.

Unsurprisingly, self-awareness has also received attention in robotics research. Here, much work has focussed on how surroundings. Such a model may then be used to moderate the robot’s actions.

In collective robotics, self-awareness has also been proposed as a means to enable a swarm of robots to recognise situations during operation that require self-adaptive actions. A particular focus here has been the use of self-awareness to intentionally modify the structure of the swarm [34]. Here it is argued that self-awareness should not only be concerned with what is currently happening, but also what might happen in the future. Such predictions typically focus on how the environment may change over time, but they might also include what the swarm has the potential to become through adaptation, or how individuals in the swarm might affect each other.

Organic computing, an effort to build so-called “life-like” computing systems, has also identified a key role for self-awareness [35] in decentralised systems. A key target of the organic computing initiative is to engineer desirable global behaviour in self-organising systems, through the use of (often global) observation of the system, and resulting control [36]. Thus, both the benefits of self-organisation and decentralisation can be realised, but in a controlled way that can provide assurances.

At the other end of the spectrum, self-awareness has also been recognised as a valuable property in small, resource constrained systems. One example of this is cognitive radio [37], where the drive to improve communication efficiency has led to the development of devices that engage in self-monitoring, and use this to negotiate changes in parameter settings. A further example is cognitive packet networks (CPNs) [38], where there is the challenge to remain highly resilient to network attacks, while also dealing with changing quality of service requirements [39]. Here, a self-awareness loop provides nodes on a network with the ability to monitor the effect of using different routes. Based on a simple learning scheme, routes between a particular source and destination are adapted on an ongoing basis.

Five years ago, we presented a survey [40] of the various research areas that had considered self-awareness as part of technical systems. This survey found that despite the prevalence of the term, what self-awareness meant in a technical context was not well understood. Further, despite the discussion of self-awareness in various areas of computer science and engineering, there was a distinct lack of interaction between the literatures discussing the concept, and assumptions and understandings often varied or contradicted each other.

Nevertheless, our analysis led us to the view that these disparate communities had all arrived, albeit sometimes implicitly present, at something approximating the same high-
awareness in humans. In a recent article [41], we introduced the notion of computational self-awareness, a interpretation of self-awareness as it pertains to computing systems. We proposed a conceptual framework for computational self-awareness, including a design approach based on a reference architecture, which was inspired by understanding of human self-awareness in psychology.

Our starting point is psychologist Alain Morin’s definition of self-awareness: “the capacity to become the object of one’s own attention” [42]. Morin’s definition requires the ability to consider oneself as an object, often called objective or explicit self-awareness. This permits an individual to focus its attention on itself, to consider itself as an entity within the world, and to observe and consider its own behaviour. This often involves an awareness of the individual’s public self, that visible to the rest of the world. However, another facet of self-awareness is subjective or implicit. This is concerned not with the self as the object “me”, but rather as “I”, as the subject of experiences. Here, the individual is aware of its experiences within the world, and that these are its own experiences, subjective and unique. These experiences are private to the individual, and are typically not externally observable. This highlights the first concept in our framework: the distinction between public and private self-awareness processes, classes which are concerned with knowledge based on phenomena external and internal to the individual respectively. Similarly, systems possessing computational self-awareness should not only be concerned with knowledge of their own internals, but also of their experiences of, impact on, and role within the world.

The second concept in the framework is the existence of different levels of self-awareness [43], ranging from basic awareness of environmental stimuli through awareness of interactions and time, up to awareness of one’s own thoughts. Advanced organisms also engage in meta-self-awareness [42], an awareness that they themselves are self-aware. Self-aware computing systems may similarly vary a great deal in their complexity. Of the various descriptions in psychology, Neisser’s [43] levels of self-awareness were chosen as a source of inspiration from which to build concepts of computational self-awareness, since they include the broadest range of forms of self-awareness identified in humans. Accordingly, we developed a set of levels of computational self-awareness [44], inspired by Neisser’s levels for humans but translated appropriately for describing the capabilities of computer systems. By translating concepts such as this to the computing domain, designers are then able to adopt a common language in considering the various self-awareness capabilities system [45]. This is a key observation which can contribute to the architecture of self-aware systems: one need not require that a self-aware system possess a global component “responsible” for doing the self-awareness, or for holding the self-knowledge.

This conceptual framework was developed and validated primarily in the context of the EU-funded EPiCS project, the vision of which was laid out in a short article in 2012 [46]. The aim of this project was to take inspiration from self-awareness theories in psychology, to develop new methodologies for the engineering of complex computing systems. A range of different case studies were used in developing the framework and reference architecture, case studies which are concerned with both the platform level (e.g., [47]) and the application level (e.g., [48]). How these relate to the EPiCS vision was laid out in a summary paper [49], and the culmination of the project’s results are documented in a 2015 book [50].

V. STATE OF THE ART

In the years since our 2011 survey [40], research on self-aware computing has flourished. Notable publications include a 2015 special issue of Computer [51], and four books, edited by Pitt [52], Lewis et al. [50], Kounev et al. [53], and Wirsing et al. [54] respectively. New applications of self-awareness ideas are being found in fog and mist computing [55], virtualised data centres [56], heterogeneous multi-core platforms for on-the-fly computing [8], interactive music devices [57], sensor networks [48], cloud computing [58] and the Internet of Things [59]. In all of these, self-awareness has been used to help deal with the issue of run-time resource constraints, and it is notable that self-awareness is providing benefits particularly in time- and space-constrained systems.

Further, fundamental aspects of computational self-awareness continue to be explored. For example, Preden et al. [55] highlight the key relationship between self-awareness and attention, which is also prevalent in the psychology literature. This will be an increasingly important avenue to explore, as resource-constrained systems must determine, for themselves, how to direct their limited resources, given the vast set of possible things they could attend to.

Finally, new ways of realising aspects of self-awareness are being proposed. In addition to our own approach to the architecture of self-aware systems [41], efforts exist to collate common features of self-aware systems [60], as well as common learning techniques for realising self-awareness in its various forms [61]. Meanwhile, the issue of collective self-awareness in distributed systems has been explored, using mechanisms based on hierarchies of self-aware components [62], [63].
and flexibly in a complex interconnected world, where they interact with people, each other, the economy and the climate. This leads to uncertainties that are difficult to understand and predict, and where decisions need to be made and revisited on an ongoing basis, based on information only available at run time. Self-aware computing refers to systems that are inspired by self-awareness concepts in humans and animals, and is a direct attempt to face this challenge.

Systems with computational self-awareness learn and adapt during their lifetime on an ongoing basis, based on their sensed experiences and the internal models that they build. In doing so, they develop an awareness of themselves and their experience of the world they inhabit. Systems engaging in advanced self-awareness are also meta-self-aware, that is they are aware of the way they themselves are aware of these things, and of the way in which they make decisions, based on this self-knowledge. Further, due to the presence of internal self-models, they can engage in self-explanation, a form of reporting in which the reasons behind action (or inaction) are made clear. Increased self-awareness therefore allows systems to express themselves in dynamic ways. Highly adaptive behaviour can help systems to meet their goals, and the goals of those who have a stake in the effects of the behaviour of the system, under unpredictably changing conditions.
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