MALRU: Miss-penalty Aware LRU-based Cache Replacement for Hybrid Memory Systems
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Abstract—Current DRAM based memory systems face the scalability challenges in terms of storage density, power, and cost. Hybrid memory architecture composed of emerging Non-Volatile Memory (NVM) and DRAM is a promising approach to large-capacity and energy-efficient main memory. However, hybrid memory systems pose a new challenge to on-chip cache management due to the asymmetrical penalty of memory access to DRAM and NVM in case of cache misses. Cache hit rate is no longer an effective metric for evaluating memory access performance in hybrid memory systems. Current cache replacement policies that aim to improve cache hit rate are not efficient either. In this paper, we take into account the asymmetry of cache miss penalty on DRAM and NVM, and advocate a more general metric, Average Memory Access Time (AMAT), to evaluate the performance of hybrid memories. We propose a miss-penalty-aware LRU-based (MALRU) cache replacement policy for hybrid memory systems. MALRU is aware of the source (DRAM or NVM) of missing blocks and prevents high-latency NVM blocks as well as low-latency DRAM blocks with good temporal locality from being evicted. Experimental results show that MALRU improves system performance against LRU and the state-of-the-art HAP policy by up to 20.4% and 11.7% (11.1% and 5.7% on average), respectively.

I. INTRODUCTION

In-memory computing is becoming increasingly popular for data-intensive applications in the big data era. However, current DRAM technology is hard to meet the continuously growing requirement of main memory due to low DRAM density and high power consumption [1], [2]. As a result, a large body of work pays more attention on the emerging Non-Volatile Memory (NVM), such as Phase Change Memory (PCM) and Spin Torque Transfer RAM (STT-RAM). NVM technologies are promisingly considered as the alternatives of DRAM [3]–[6]. Nevertheless, NVMs have some disadvantages such as asymmetry of read/write latency and limited write endurance. They make NVM hard to be a direct substitute of DRAM. Therefore, hybrid memories comprising low-latency DRAM and large-capacity NVM become a practical way to build a large-scale main memory system.

Caches play an important role for bridging the large latency gap between CPU and main memory. Efficient use of cache can avoid abundant memory accesses. Existing cache replacement policies [7], [8] are generally designed to improve the hit rate of last level cache (LLC). In DRAM-based main memory systems, a higher hit rate of LLC implies more efficient use of LLC. However, these cache replacement policies are no longer efficient in hybrid memory systems as the cache miss plenties for DRAM and NVM are significantly different. The latency of evicting a NVM block is several times larger than that of evicting a DRAM block.

Fig. 1 shows the normalized execution time of several applications from SPEC 2006 benchmark in DRAM-based and NVM-based main memory. When the access latency of NVM is four times higher than that of DRAM, these applications consume 45% to 195% more time in NVM-based memory than the execution in DRAM-based memory. For each application, the misses per kilo instruction (MPKI) of LLC is the same in the two experiments. However, the application performance varies significantly due to the location of miss data in different main memories. This implies the LLC hit rate is no longer an effective metric for evaluating the memory performance in hybrid memories since the different cache miss plenties between DRAM and NVM should be considered. Also, current cache replacement policies that attempt to improve the cache hit rate are no longer efficient in hybrid memory systems.

A new metric is needed to reflect the memory performance of hybrid memory systems. Intuitively, cache replacement algorithms such as LRU should preferential choose a DRAM block as a victim upon cache replacement because evicting a NVM block suffers higher write latency than evicting a DRAM block. However, such a simple rationale may cause cache thrashing if a DRAM block with good data locality is evicted from the LRU stack (see more analysis in Section II). On a cache miss, it is challenging to minimize the cache miss penalty while maintaining good data locality.

In this paper, we take into account the asymmetry of LLC miss penalty on heterogeneous memories, and propose a Miss penalty Aware LRU (MALRU) cache replacement policy for hybrid memory systems. First, we propose a more general performance metric – Average Memory Access Time (AMAT) to assess cache performance in hybrid memory systems. Second, we add a flag in the tag of cachelines to distinguish the...
miss penalty of each DRAM or NVM blocks. Third, we partition the traditional LRU chain into a reserved section and a regular victim section by calculating the minimum value of AMAT. MALRU keeps the high-latency NVM blocks and most frequently accessed DRAM blocks in the reserved section.

The contributions of our work are summarized as follows:
(1) We investigate the asymmetry of LLC miss penalty on heterogeneous memories, and observe the inefficiency of current cache replacement policies. We thus advocate the AMAT metric to assess the memory performance of hybrid memory systems.
(2) We propose MALRU, a miss-penalty aware cache replacement policy. MALRU preferentially evicts low-latency DRAM blocks, and keeps high-latency NVM blocks and some low-latency DRAM blocks with good data locality in a reserved section. MALRU periodically adjusts the reserved section to protect the most frequently-accessed DRAM blocks that brings even more performance benefit than NVM blocks.
(3) We evaluate MALRU with SPEC CPU 2006 benchmark, and compare MALRU with traditional Least Recently Used (LRU) and the state-of-the-art HAP policy in a hybrid memory system. Compared to hybrid memory aware cache partitioning technique (HAP) [9], our evaluation shows that MALRU improves application performance by up to 11.7% (5.7% on average), and achieves a mean speedup of 6.1% for single-thread applications and 4.8% for multi-programmed workloads.

The rest of this paper is organized as follows. Section II motivates the penalty-aware cache replacement policy in hybrid memories. Section III introduces the design of MALRU. Section IV provides the experimental methodology and results. Section V presents the related work and Section VI summarizes this paper.

II. MOTIVATION

Cache hit rate and MPKI are no longer effective metrics for evaluating the cache performance in hybrid memory systems due to the asymmetrical cache miss penalty of heterogeneous memories. To better understand the reason that LRU performs inefficiently in hybrid memory systems, we illustrate the behavior of LRU algorithm in Fig. 2. Let \( N_i \) denote the address of a NVM cache line, \( D_i \) denote the address of a DRAM cache line. Sequence A and sequence B represent two different memory access sequences that mapped to the same cache set.

Assume the LLC cache set has 4 entries, and the LLC hit overhead, DRAM block miss penalty, and NVM block miss penalty are 1, 10, 40, respectively. Applying the LRU replacement policy to sequence A and sequence B, the cache hit rates are 1/4 and 1/8, respectively. Although the hit rate of sequence A is greater than that of sequence B, the total memory access overhead of sequence A (182) is larger than that of sequence B (161). Obviously, in hybrid memory, MPKI and hit rate of LLC are no longer effective metrics for evaluating the cache miss penalty, and LRU is not an efficient cache replacement algorithm either. To manage LLC more efficiently in hybrid memory systems, we should consider not only the data locality, but also the asymmetry of cache miss penalty.

We thus advocate AMAT, a more general metric to assess the cache performance of hybrid memory systems.

Due to the expensive penalty of NVM block misses, we always preferentially evict DRAM blocks from LLC and give NVM blocks more opportunities to stay in LLC. On a cache miss, the policy that always replaces DRAM (ARD) blocks selects the first DRAM block from the LRU position to MRU position, and the selected DRAM block is evicted. If there is no any DRAM block available, a NVM block at LRU position is evicted. We use sequence C to verify this method and find that ARD achieves better performance by improving the hit rate of NVM blocks, as shown in Figure 2. We have Principle 1 to improve cache performance in hybrid memory systems.

**Principle 1:** It is more beneficial to evict low-latency DRAM blocks than to evict NVM blocks from LLC.

Unfortunately, ARD cannot always perform better than LRU policy in hybrid memory systems. If DRAM blocks with temporal locality are evicted frequently, the ARD can cause cache thrashing. Sequence D in Fig. 2 demonstrates such a scenario. ARD increases the memory access overhead as it evicts the frequently accessed DRAM blocks. Some blocks with good temporal locality will be re-referenced in a near-immediate interval. We call them near-immediate re-referenced blocks. These blocks also should be kept in LLC to avoid cache thrashing. We have Principle 2 to improve the cache performance in hybrid memory systems.

**Principle 2:** Near-immediate re-referenced DRAM blocks are valuable for cache hit rate and should be not evicted from LLC.

Based on the two principles and cache re-reference interval prediction, we propose MALRU, an efficient cache replacement policy that keeps NVM blocks and near-immediate re-referenced DRAM blocks in LLC as more as possible.

III. MISS PENALTY-AWARE LRU REPLACEMENT

Fig. 3 shows the layout of LLC that is managed by miss-penalty aware cache replacement policy (MALRU). MALRU divides LLC into a reserved section and a victim section through the reserved pointer. Low latency DRAM blocks with poor locality (larger reuse distance) are located in the victim section, these low latency blocks will be preferentially replaced.

![Fig. 2. LRU replacement policy performs inefficiently in hybrid memories](image-url)
and leave NVM blocks more opportunities to retain in LLC. NVM blocks and some DRAM blocks with very short reuse distances are protected in the reserved section. On a cache miss, MALRU evicts data blocks from the LRU position to the reserved pointer. If there is no DRAM block available in victim section, the whole LLC degenerates to the traditional LRU stack. MALRU has to evict NVM blocks in the LRU position.

A. Detection of Cache Miss Penalty

To distinguish low-latency DRAM blocks and high-latency NVM blocks, MALRU adds a latency flag to denote different storage medium using one bit in each cache line. The flag denoting a high-latency NVM block is set to 1, otherwise the flag is set to 0. In the warm-up phase, MALRU records the latency of each LLC miss. With such statistics, MALRU uses OTUS algorithm [10], an image binarization algorithm, to determine a threshold which classifies all cache blocks into two categories. When a new entry is loaded into LLC, MALRU compares its memory access latency with the threshold, and then sets its latency flag correspondingly.

B. Re-reference Interval Distribution

Re-reference interval (or reuse distance) [11] of a cache block is the number of distinct memory accesses between two sequential accesses to the same data block. Re-reference interval is an important metric to evaluate data locality in LLC. A cache line is missed if its re-reference interval is bigger than the total number of cache lines in a set of LLC, otherwise, the requested cache line is hit.

Assume the total number of cache lines in a set of LLC is $M$. On a cache miss, the re-reference interval of the cache line is set to $M + 1$ uniformly in this paper. As a result, a cache block’s re-reference interval ranges from 1 to $M + 1$. If a cache block is hit in LLC, the position of the cache block in LRU chain is exactly the re-reference interval of this memory access.

Fig. 4 illustrates the process of re-reference interval statistics in MALRU. As sampling a small number of sets is sufficient to reflect the cache behaviors [12], MALRU only samples $\frac{M}{17}$ of the total sets to calculate the re-reference interval of DRAM blocks and NVM blocks, respectively. For each sampled cache set, MALRU uses 47 bits (a major portion of tag) to index the NVM and DRAM blocks. DRAM accesses and NVM accesses are mapped to the DRAM blocks and NVM blocks, respectively. As a result, the hybrid memory access sequence is logically divided into a DRAM access sequence and a NVM access sequence. We adopt the MALRU replacement policy to each sampled sets of LLC, and adopt LRU replacement policy to the sampled sets of DRAM and NVM access sequences. MALRU also maintains two tables to record the re-reference interval distribution of the DRAM and NVM access sequences, as shown in Fig. 4.

C. Determine the Boundary of Reserved Section

As LLC hit rate is not an effective metric in hybrid memory environments, we propose AMAT to assess the LLC performance, as illustrated in Equation 1. Let $P_d$ and $P_n$ be the proportion of DRAM and NVM accesses, respectively. Let $HitRate_d$ and $HitRate_n$ represent the hit rate of DRAM blocks and NVM blocks in the LLC, respectively. Let $T_d$ and $T_n$ denotes the average access latency of DRAM and NVM, respectively. The $HitTime$ denotes the latency of LLC hits. We have the following equation.

$$\text{AMAT} = P_n * (\text{HitTime} + T_n * (1 - \text{HitRate}_n)) + P_d * (\text{HitTime} + T_d * (1 - \text{HitRate}_d))$$ (1)

Since each cache block is either a DRAM block or a NVM block, we have

$$P_n + P_d = 1$$ (2)

In the table of re-reference interval statistics, $l_m$ denotes the total number of DRAM block accesses whose re-reference intervals are $M$ in a given sampling epoch. Similarly, $h_m$ corresponds to the total number of NVM block accesses with re-reference interval $M$. To calculate $HitRate_n$ and $HitRate_d$, we introduce variables $\alpha_{j,i}$ and $\beta_{j,i}$: $\alpha_{j,i}$ represents the probability of the $i$-th DRAM block can be found. $\beta_{j,i}$ represents the probability of the $j$-th position of whole LRU stack is the $i$-th DRAM block, and $\beta_{j,i}$ represents the probability of the $j$-th position of whole LLC stack is exactly the $i$-th NVM block.

Assume the associative set of the LLC is $M$ and the access sequence is a pure DRAM access sequence. If these DRAM blocks are handled separately, the hit rate of the pure DRAM access sequence $P_{D\_HitRate}$ is the sum of the probabilities of all re-reference intervals from 1 to $M$, namely, the total hit rate of the individual DRAM block sequence is

$$P_{D\_HitRate} = \sum_{i=1}^{M} P(x = i)$$ (3)

where $P(x = i)$ is the hit rate of DRAM block with re-reference interval $i$ in the DRAM access sequence. It can be easily calculated from the distribution table of DRAM block re-reference interval.

Let $P_n(x = i)$ and $P_d(x = i)$ denote the probability of the $i$-th position in the whole LRU stack is a NVM block and a DRAM block, respectively. For example, the probability of re-reference interval $i$ ($i \leq M$) of the DRAM block is the sum of probability on each position the $i$-th DRAM block can be found. $P_d(x = i)$ can be derived from the re-reference interval distribution tables. Finally, we can induce the hit rate of DRAM blocks in the hybrid memory access sequence:

$$\text{HitRate}_d = \sum_{i=1}^{M} (\sum_{j=1}^{M} \alpha_{j,i} * P_d(x = i))$$ (4)
where $\alpha_{j,i}$ represents the probability of a cache block in $j$-th position of LRU stack being exactly the $i$-th DRAM block. Fig. 5(a) shows the state of $\alpha_{j,i}$, and Fig. 5(b), (c), and (d) show the three states that can be transferred to state (a). If the current state is $\alpha_{j,i}$, the next state is still $\alpha_{j,i}$ when a block between position $j$ and $M$ is re-referenced, as shown in Fig. 5(b). In Fig. 5(c), the current state is $\alpha_{j-1,i}$, a NVM block miss or a NVM block hit at position $j-1$ and $M+1$ will transfer the state to $\alpha_{j,i}$. In Fig. 5(d), the current state is $\alpha_{j-1,i-1}$, namely the $(j-1)$-th position of the LRU stack is the $(i-1)$-th DRAM block, a DRAM block miss or a DRAM block hit between position $j-1$ and $M+1$ will transfer the state to $\alpha_{j,i}$.

The probabilities of the three state transition are

$$
\begin{align*}
\alpha_{j,i} &= \left( P_d \sum_{k=1}^{i-1} P_d(x=k) + P_n \sum_{k=1}^{j-i} P_n(x=k) \right) \\
\alpha_{j-1,i} &= \sum_{k=j-i}^{M+1} P_n(x=k) \\
\alpha_{j-1,i-1} &= \sum_{k=j-i}^{M+1} P_d(x=k)
\end{align*}
$$

The sum of these three portions should equal to 1, and then we get the value of $\alpha_{j,i}$,

$$
\alpha_{j,i} = \left\{ \begin{array}{ll}
\frac{\alpha_{j-1,i-1} + \sum_{k=j-i}^{M+1} P_d(x=k) + \sum_{k=j-i}^{M+1} P_n(x=k)}{1 - \sum_{k=1}^{j-i} P_n(x=k) - \sum_{k=1}^{j-i} P_d(x=k)} & j \leq n+1 \\
0 & j > n+1
\end{array} \right.
$$

where $n$ is the beginning position of the reserved section in MALRU. In the ideal case, no DRAM block exists in the victim section. Therefore, $\alpha_{j,i}$ equals to 0 when $j$ is larger than the reserved pointer. Similarly, we can deduce $\beta_{j,i}$ based on the two re-reference interval distribution tables.

We determine the position of reserved pointer by calculating AMAT from 1 to $M$, and the position in which AMAT achieves the minimum value is the reversed pointer in the next epoch. The major computation overhead is caused by sampling the LLC and determining the boundary of reserved section for each cache set periodically.

### IV. EVALUATION METHODOLOGY

**A. System Configuration**

We conduct our experiments on an integrated simulator, Gem5 [13] and NVMain [14]. Gem5 simulates the processor and cache, while NVMain simulates the hybrid main memory. Table I shows the system configurations and experimental workloads. We use 7 single-thread workloads and 4 multi-programmed workloads from the SPEC CPU 2006.

As the data distribution affects the system performance significantly, we use the address mapping scheme in NVMain to guarantee that memory accesses are evenly distributed in all memory channels.

**B. Performance Evaluation**

We compare MALRU with two other cache replacement polices LRU and HAP [9], which logically divides the LLC into NVM section and DRAM section and changes the size of NVM section dynamically. We refer the application performance using LRU algorithm as a baseline. Fig. 6 shows the normalized Instructions Per Cycle (IPC) for both single-thread and multi-programmed workloads. Compared to HAP and LRU, MALRU improves IPC by approximate 5.7% and 11.1%, respectively. For workloads mcf, ibm, and mix2, compared to LRU, MALRU improves application performance by 20.4%, 14.3%, and 15.7%, respectively. We classify the workloads that benefit from MALRU into two categories: cache thrashing and recency-friendly access patterns. For the thrashing access pattern, such as mcf and ibm, the working sets of these workloads are much larger than the cache size, and thus leads to cache thrashing. MALRU improves these workloads’ performance by...
reducing the total cache miss penalty. As NVM blocks are preferentially kept in LLC and may be re-referenced before being evicted, the hit rate of NVM blocks is increased while the hit rate of DRAM blocks is not reduced. For recency-friendly access patterns such as soplex, MALRU evicts the DRAM blocks with most least probability of being accessed in the next epoch. MALRU increases the hit rate of most recently accessed DRAM and NVM blocks and thus improves system performance.

C. Reduction of Memory Accesses

Fig. 7 shows the total number of memory accesses under three cache replacement policies. For recency-friendly workloads such as bzip2 and soplex, HAP leads to fewer memory reference than MALRU. This is because NVM blocks in LRU is more likely to exceed the threshold in our configuration as the capacity of NVM is 3 times of DRAM. When a DRAM block is missed, MALRU would evict the first DRAM block from the victim section, while HAP has a more probability to evict a NVM block because the block in LRU position is evicted. For workloads with distant re-reference interval, MALRU leads to less memory accesses because both the DRAM and NVM blocks have distant re-reference interval, some NVM blocks are more likely hit because they have more chance to stay in LLC while DRAM blocks are replaced preferentially.

D. Sensitivity to Cache Size and NVM Proportion

Sensitivity to Cache Size. Fig. 8 presents the system performance improvement of MALRU varying with cache sizes. For workloads with short re-reference interval and good temporal locality, such as bzip2, the competition between DRAM blocks and NVM blocks is mitigated as the cache size increases. Hence, MALRU performs more similar as LRU when LLC capacity becomes larger.

For workloads with thrashing access pattern, when the cache size is larger than the working set, the workload tends to be a recency-friendly workload. Workload mcf has a knee in the working set which is a litter larger than 2 MB, as demonstrated in [11]. Therefore, the performance of mcf is enhanced at the 2 MB LLC size as more NVM blocks hit. When the size of LLC increases to 4 MB, mcf tends to be a recency-friendly workload as the working set is smaller than the cache size, LRU achieves more performance improvement than MALRU.

Sensitivity to NVM Proportion. MALRU achieves better performance improvement when abundant NVM blocks compete with DRAM blocks in LLC. If only NVM data or DRAM data exists in LLC, the MALRU degenerates to LRU. Fig. 9 exhibits the MALRU performance varying with the proportion of NVM in main memory. Streaming access pattern such as mnc shows rather stable performance when the proportion of NVM in main memory increases. The reason is that most data is read only once and the read latencies of NVM and DRAM are comparable. Mnf suffers performance degradation when the proportion of NVM increases since the MALRU selects NVM blocks with the distant re-reference interval as candidates for eviction, behaving more similar to LRU. When the NVM proportion becomes smaller, the NVM blocks with long re-reference interval is protected by preferential replacing DRAM blocks.

E. Hardware and Software Overhead

Table II shows the hardware overhead of MALRU for a 2 MB 16-way LLC with 64 byte cachelines. MALRU adds one bit of latency flag for each cacheline, and the total hardware overhead is 4KB. MALRU uses two tables to record the counts of different re-reference intervals for DRAM and NVM blocks, as shown in Fig.4. As LLC has 16 lines in each set, each distribution table of re-reference interval has 17 entries. The counter is reset in each sampling epoch (50 million instructions), so 32 bits are enough for storing the counter value. MALRU uses 47 bits to record the index of each sampled cacheline, and MALRU only samples \( \frac{1}{122} \) of the total sets (64 sets in this case). To indicate the reserved section in each cache set, we need 8 bits to store the reserved pointer. Overall, the additional hardware
TABLE II
Hardware overhead in MALRU

<table>
<thead>
<tr>
<th>Source</th>
<th>Overhead</th>
<th>Total Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency flag</td>
<td>1 bit x # of cache line</td>
<td>4 KB</td>
</tr>
<tr>
<td>Re-reference interval counter</td>
<td>32 bit x 11 x 2</td>
<td>136 B</td>
</tr>
<tr>
<td>Index of sampled blocks</td>
<td>2 x 16 x 4/8 bit x # of set</td>
<td>11.75 KB</td>
</tr>
<tr>
<td>Reserved pointer</td>
<td>8 bit x 1</td>
<td>1 B</td>
</tr>
</tbody>
</table>

Hardware overhead of MALRU is only 0.78% of the total capacity of LLC.

To determine the position of reserved pointer, we search the minimum AMAT in software periodically. The computation complexity of MALRU is \( O(M^2) \). The performance overhead is negligible as \( M \) is only a constant (16).

VI. RELATED WORK

There have been a large body of work on cache replacement policies. Those studies can be classified into three categories: re-reference interval prediction, dead block prediction, and partition based replacement policies.

Re-reference interval based replacement policies [6], [11], [15], [16] predict a block that will be re-referenced furthest in the further and evict the block on a LLC miss. LRU replacement policy assumes that the most recently used block will be re-referenced soon and always replaces the cache line in the LRU position. Dynamic Insertion Policy (DIP) [6] dynamically changes the insertion policy according to the cache access patterns. Re-reference Interval Prediction (RRIP) [11] further improves the DIP performance in mixed memory access patterns.

Some other work tries to reduce the miss rate of LLC by replacing the dead blocks in the cache. Dead blocks prediction [17], [18] based technologies improve cache efficiency by preferentially replacing dead blocks, because these blocks are unlikely re-referenced before they are evicted. Khan et al., sample the program counters to predict the dead blocks [17]. Ahn et al., observe that some blocks that have been written in LLC are not re-referenced again and become dead blocks [18]. They proposes a theoretical model to determine dead blocks in a STT-RAM based LLC and bypass LLC writes to these dead blocks.

Partition based replacement [9], [19], [20] policies classify the LLC blocks into several partitions. Those partitions correspond to different memory access behaviors, and are replaced separately. These policies propose sophisticated schemes to adjust the size of each partition dynamically. HAP [9] is the most similar work to our approach for hybrid memory systems. HAP logically divides the LLC into NVM and DRAM partitions and dynamically adjust the space of NVM partition. As HAP does not take reference intervals into account, it may have side effects in some cases.

VI. CONCLUSION

The conventional LRU-based cache replacement policies are no longer effective in hybrid memory systems. In this paper, we propose a new cache performance metric—AMAT and a miss penalty aware LRU-based cache replacement policy for hybrid memory systems. NVM blocks and partial frequently-accessed DRAM blocks with good temporal locality are protected in the reserved section to reduce cache miss penalty. We compare MALRU with LRU and the state-of-the-art HAP policies using several workloads. Experimental results show that MALRU improves system performance over LRU and HAP by up to 20.4% and 11.7%, respectively, while incurring only 0.78% hardware overhead.
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