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Abstract—Information flow tracking (IFT) is a widely used methodology for ensuring data confidentiality in electronic systems and numerous such methods have been developed at various software or hardware description levels. Among them, proof-carrying hardware intellectual property (PCHIP) introduced an IFT methodology for digital hardware designs described in hardware description languages (HDLs). The risk of accidental information leakage, however, is not restricted to the digital domain. Indeed, analog signals originating from sources of sensitive information, such as biometric sensors, as well as analog outputs of a circuit, could carry or leak secrets. Moreover, similar to digital designs, analog circuits can also be contaminated with malicious information leakage channels capable of evading traditional manufacturing test. Compounding the problem, in analog/mixed-signal circuits such information leakage channels can cross the analog/digital or digital/analog interface, making their detection even harder. To this end, in this paper we introduce a PCHIP-based methodology which enables systematic formal evaluation of information flow policies in analog/mixed-signal designs. As we demonstrate, by integrating IFT across the digital and analog domain, our method is able to detect sensitive data leakage from the digital domain to the analog domain and vice versa, without requiring any modification of the current analog/mixed-signal circuit design flow.

I. INTRODUCTION

Information flow tracking (IFT) [1] was introduced as a powerful approach for enforcing information flow policies in computer systems. More specifically, its original objective was to verify the confidentiality and/or integrity of sensitive data, by ensuring that such data does not get contaminated and/or does not reach unauthorized sites. Since its introduction, IFT has been applied in multiple contexts and has been implemented at various levels. In its basic but fundamental form, IFT augments each data element with sensitivity tags. Information flow policies are, then, used to define rules on propagating and manipulating these sensitivity tags in accordance with the operations performed on their corresponding data elements.

At the software level, static IFT methods enforce information flow policies on a program at compile-time based on logical inference and reasoning [2]. In contrast, dynamic IFT schemes are applied during program execution and benefit from the availability of more detailed run-time information, yet at the cost of incurring performance and memory overhead [3]. In a different direction, towards reducing the performance overhead of IFT and improving accuracy of information flow policy enforcement, hardware-assisted IFT schemes were introduced [4]. For example, the gate-level IFT approach proposed in [5] refines the conservative rules used by higher-level IFT methods and implements more realistic tag computation operations.

At the hardware level, the need for IFT methods has only recently arisen, due to the globalization of the integrated circuit (IC) supply chain and the concomitant trustworthiness concerns. Specifically, while enforcing information flow policies, software and system-level IFT methods consider the underlying hardware as trusted. However, as the various stages of contemporary IC design and fabrication involve multiple parties and are distributed across the globe due to economic considerations, this assumption is being challenged. Indeed, the threat of malicious attacks wherein adversaries may conceal hardware Trojans or embed back-doors in the design of an IC for future exploitation is now considered realistic [6], [7]. As a result, among the various hardware evaluation methodologies developed to address the trustworthiness concern, hardware-level IFT has also been investigated [8], [9]. The basis for such hardware-level IFT was the proof-carrying hardware intellectual property (PCHIP) framework [10], wherein formal proofs of security properties accompany the hardware description language (HDL) code of a module, in order to prevent introduction of malicious functionality. In PCHIP-based IFT, such security properties are specifically crafted to prevent sensitive information leakage.

A key limitation of existing PCHIP-based hardware IFT methods is that they are applicable only to the digital domain. However, confidentiality and integrity of sensitive data may also be jeopardized in the analog domain or in mixed-signal designs. Indeed, previous studies have demonstrated how secret information from the digital domain can be leaked via systematic modification of design parameters in the analog domain [11], such as changing carrier frequencies or transmission power in an RF transmitter. The problem intensifies as mixed-signal IC designs become widespread due to ubiquitousness of wireless technologies, such as Wi-Fi and Bluetooth, and as simple digital I/Os of the past are being replaced by high-speed links which extensively combine analog and digital techniques for noise reduction or channel distortion compensation [12]. Indeed, as the complexity of mixed-signal designs increases, adversaries are afforded many opportunities for implementing such malicious functionality, sometimes as simple as adding one extra transistor, without violating acceptable design specifications. Therefore, developing an IFT approach for analog/mixed-signal designs would greatly assist in detecting potential information leakage paths and establishing trustworthiness in such designs.

To this end, in this paper we introduce an IFT method capable of seamlessly crossing the analog/digital boundary. Specifically, by extending the PCHIP-based IFT of the digital domain to the transistor level, we create a unified framework for enforcing information flow policies in digital, analog, and mixed-signal designs. Various other approaches have been proposed in the past for formally reasoning on an analog/mixed-signal design. For example, Booleanization of analog circuits
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has been utilized for formal state exploration of design characteristics [13]. Similarly, an effort to create a framework for formal verification of analog/mixed signal designs based on symbolic computation was presented in [14]. To the best of our knowledge, however, this work is the first attempt to develop an IFT method for analog/mixed-signal circuits.

The rest of this paper is organized as follows. Section II reviews the digital PCHIP-based IFT framework. Section III introduces the proposed IFT extension for analog designs. Section IV describes its integration with the digital PCHIP-based IFT framework. Section V demonstrates our method’s ability to reveal sensitive information leakage in two analog/mixed-signal designs. Conclusions are drawn in Section VI.

II. PCHIP-BASED IFT IN THE DIGITAL DOMAIN

In this section, we review the fundamentals of the PCHIP-based IFT method for digital designs. The PCHIP framework [10], which is shown in Fig. 1, seeks to ensure trustworthiness of hardware designs delivered as HDL code, such as 3rd party hardware intellectual property (3PIP), by accompanying the hardware with formal proofs for a set of security properties. These properties, which are agreed upon by the developer and the consumer of the 3PIP, are crafted in a way that prevents malicious and/or unauthorized functionality in the design. In addition to preparing the hardware design, 3PIP developers are also tasked with writing proofs for these security properties, which are delivered to the consumer as part of the trusted hardware package. Since formal reasoning is not directly possible in HDLs, PCHIP defines rules for converting the hardware design to a formal representation [15], such as Coq [16], which provides an environment for mechanized proof construction and checking. In the general PCHIP framework, the exact functionality of the HDL code is converted to the formal representation. This is necessary for proving general security properties for which reasoning on the result of the computation is required, such as verifying correctness of instruction execution in a microprocessor [17].

For the purpose of enforcing information flow policies on digital hardware designs, however, the exact functionality of operations may not be necessary. Therefore, PCHIP also introduced a special framework [8], [9] wherein the functionality of operators is omitted in order to simplify proof development. For example, all binary operators, such as addition, logical AND, etc., are converted to the same formal representation. Instead of focusing on the functionality, this approach maintains the exact structure of the design and focuses on the flow of information. To facilitate IFT, a sensitivity level is assigned to each signal and is maintained in a centralized sensitivity list. Information flow policies, which are defined for each operator, are then used to update the sensitivity list through evaluation of the hardware in its converted formal representation. Using this formal structural representation and the sensitivity list, security properties preventing the leakage of sensitive information in digital circuits can be developed and proven.

The process of converting the HDL design to a formal representation, developing security properties, and constructing proofs can be burdensome, as it requires significant effort and expertise in formal methods and proof writing. To simplify the use of PCHIP for enforcing information flow policies, we developed an automated framework named VeriCoq-IFT [9]. As shown in Fig. 2, VeriCoq-IFT is able to automatically convert the Verilog design to the Coq representation, generate security property theorems for preventing sensitive information leakage and construct their proofs. It gathers all the required information, such as input sensitivity levels and sensitivity-reducing operations through special comments (pragmas) inserted into the HDL code. Therefore, designers simply need to annotate the HDL code and provide the design to VeriCoq-IFT. The generated proofs for the security properties are then automatically checked in Coq in order to verify design trustworthiness in terms of information flow policies.

To elaborate further, consider the Verilog source code of Fig. 3 which defines two simple modules. The special comment in line 5 defines the initial sensitivity level of the inp signal as 1. A higher number means that the signal carries more sensitive information. To determine this value, designers need to consider the number of sensitivity reducing operations the signal should go through, before reaching the output [9]. The special comment in line 21 defines the xExclusive-OR operation of line 22 as a sensitivity reducer.

Fig. 4 shows the Coq representation produced by VeriCoq-IFT for the Verilog source code of Fig. 3. In this representation, all signals are considered as buses, identified by a natural number which shows their place in the sensitivity list. As an example, line 23 defines inp as number 1, occupying the second place in the sensitivity list at line 33. Note that as expected, its initial sensitivity level is also defined as Some 1. Since there is no annotation of initial sensitivity level for other signals in the Verilog source code of Fig. 3, None is used for their sensitivity level in the list of lines 31-36 in Fig. 4.

Lines 3-20 in Fig. 4 define module types and the structure of Verilog modules in Coq representation. The ebinop constructor is used for binary operations, such as in lines 13 and 22 in the Verilog source, while ecomb is used to convert a bus to an expression. The ereduce constructor in line 19 is used for a sensitivity reducing operation in the Coq representation.

The check_code_sen function used in line 39 of Fig. 4 evaluates the code in the Coq representation based on the
initial sensitivity list and a conservative data flow model defined in VeriCoq-IFT, and returns an updated list. Since there is no sensitivity enhancing operation in this framework, evaluation of the Coq representation will eventually result in a list where further evaluations do not change the sensitivity values. VeriCoq-IFT calls this a stable list and uses it to prove the security property theorems. The Coq representation of Fig. 4 also shows the property for the output signal in lines 46-50. This theorem ensures that the sensitivity level of this signal remains zero at all times, meaning that out does not carry sensitive information. The proof of this theorem is presented in lines 51-68 and is based on code evaluation (before reaching the stable list) and induction (after reaching stability). Verification of the proof for this design fails in Coq, since one bit of the sensitive input inp does not go through a sensitivity reducing operation before reaching out. We note that it is possible to generate such theorems for any signal in the design and verify its sensitivity level.

III. IFT IN ANALOG SIGNAL DESIGNS

While PCHIP-based IFT and VeriCoq-IFT have been shown to be very useful and effective in digital designs, such as cryptographic hardware, they are unable to handle analog/mixed-signal circuits. To this end, in this section, we follow the conservative approach used in the digital domain [8], [9] and we develop similar information flow models for handling analog signals. Together with the information flow policies of the digital domain, these models enable the application of PCHIP-based IFT to analog/mixed-signal designs.

Unlike digital designs which make extensive use of standard cell libraries, analog designs are commonly handcrafted at the transistor level. To enable IFT in the analog domain, we need to either perform IFT at the transistor level or extract high-level analog modules (e.g. amplifiers, mixers, etc.) from the transistor level design and perform IFT at the analog module level. In order to gain a fundamental understanding of analog signal flows at the finest granularity, in this work we chose to implement analog IFT at the transistor level, deferring other options to our future research. Below we list several considerations of transistor-level analog IFT:

- In analog circuits, information may be carried not only through voltage but also through current.
- Unlike in digital designs, wherein transistors are used as switches, analog circuits involve transistors in various configurations. For example, a MOSFET in an amplifier can be used in a common source, common gate or common drain configuration, as shown in Fig. 5, thereby producing gate-to-drain, drain-to-source, or gate-to-source data flows, respectively. Moreover, changing voltage on the source or the drain impacts the drain-to-source current. Similarly, a bipolar transistor can also be utilized in several configurations, as shown in Fig. 6, thereby creating various corresponding data flows. A transistor may also be used as an active load or a capacitor.
- The voltage on the bulk terminal of a transistor may also be manipulated to leak information to the source or drain terminals.
- Other components, such as capacitors, resistors, etc. should also be considered for information flow.

Based on these considerations, we define our information flow policies for analog circuits as listed in the following: 

**MOSFETS:**
- a) Any sensitive value on the gate terminal is transferred to the drain and the source. 
- b) Any sensitive value on the bulk terminal is transferred to the drain and the source.
- c) Any sensitive value on the source terminal is transferred to the drain and vice versa.
of this framework for our purpose, we need to: a) have a Verilog netlist of the analog/mixed-signal design, and b) define transistor-level analog data flow policies in VeriCoq-IFT.

Generating the Verilog netlist of a design is straightforward using current EDA tools for analog/mixed-signal design development. For integrated analog/mixed-signal PCHIP-based IFT, we prefer to have the digital part of the design at the register transfer (RT) or the gate level, and the analog part at the transistor level. Conveniently, current EDA tools support designs described at various abstraction levels and provide capabilities to select the level of netlisting.

To enhance VeriCoq-IFT with analog data flow policies, such as the ones described in Section III, we create modules which mimic such data flow. These modules are defined just for the purpose of IFT and do not have meaningful interpretations in the digital domain. However, by using them, VeriCoq-IFT is able to seamlessly handle IFT in analog/mixed-signal designs. To elaborate further, Fig. 9 shows sample module definitions for modeling IFT in capacitors, as well as in NMOS and NPN transistors. As a simple example, consider the nch module which represents an NMOS transistor wherein the analog data flow has been modeled by defining two assignments for the gate and source terminals. Instead of logical AND, any other binary operation could also be used in these assign statements.

In this approach, nodes connected to the power supply are also handled correctly based on the defined analog information flow policy; indeed, when extracting the design netlist, such nodes are constantly connected to zero or one values, hence VeriCoq-IFT always assigns a sensitivity level of zero to them.

The rest of the procedure for enforcing information flow policies on a design remains the same as in the digital domain. Designers need to specify the sensitivity level of input signals and mark the sensitivity reducing operations in the design

IV. INTEGRATION WITH DIGITAL PCHIP-BASED IFT

To enable IFT in analog/mixed signal designs, we need an integrated IFT framework capable of handling both analog and digital designs. VeriCoq-IFT, reviewed in Section II, provides an automated PCHIP-based IFT framework for the digital domain. It receives the design as Verilog code and generates a formal representation of the design along with the security theorems needed to enforce information flow policies and their proofs which can be evaluated in Coq. To take advantage

Bipolar Transistors: a) Any sensitive value on the base terminal is transferred to the emitter and the collector terminals. b) Any sensitive value on the emitter terminal is transferred to the collector and vice versa.

Capacitors, inductors and resistors: Any sensitive value on one of the terminals is transferred to the other terminal of these components. The reason for this is that such components usually do not have polarity and can be used in any orientation. If required, data flow in transformers can also be defined similarly by considering them as multi-terminal components.

Diodes: Since a voltage change on any terminal of a diode can change the current through it, diodes in our conservative data flow model are treated similar to resistors and capacitors.

In any of these components, if a terminal is connected to the power supply, we ignore possible data flow to it. Therefore, nodes connected to the power supply cannot carry sensitive data in our information flow model. Based on these rules, Fig. 7 shows the data flow as it progresses from the input to the output of an amplifier through several components.

In cases where a MOSFET is used as a capacitor, its source, drain and bulk terminals are connected together and form one terminal of the capacitor. The gate of the transistor serves as the other terminal of the capacitor, as shown in Fig. 8. Typically, in MOSFETs we do not consider a data flow to the gate terminal. However, if a transistor is used as a capacitor and none of its terminals are connected to the power supply, such as in AC coupling capacitors depicted in Fig. 7, such a flow may exist and may be missed by our model. Indeed, as shown in Fig. 8, the gate-bulk voltage does not have polarity restrictions; hence, a transistor can be used as a capacitor in any orientation. Therefore, before performing IFT, we replace all transistors whose source, drain and bulk terminals are connected together, with a capacitor.

Fig. 5. MOSFET configurations in amplifiers and possible data flows

Fig. 6. BJT configurations in amplifiers and possible data flows

Fig. 7. Data flow from the input to the output of an amplifier through resistor, capacitor and NMOS transistor

Fig. 8. MOSFET used as a capacitor

Fig. 9. Sample module definitions to mimic analog data flows in VeriCoq-IFT
V. DEMONSTRATIONS

In this section, we apply the proposed methodology and demonstrate its ability to reveal information leakage paths in analog/mixed signal designs.

A. Information Leakage from Digital to Analog Domain

The first design that we experiment with is a wireless cryptographic IC consisting of an advanced encryption standard (AES) core and a UWB transmitter [11], whose block diagram is shown in Fig. 10. Authors in [11] introduced two Trojans in this design in order to leak the secret AES key while transmitting the ciphertext (both of which are 128 bits long). This is achieved by a slight yet systematic modification of the carrier frequency or transmission power, without violating the design specifications. Using this circuit, we demonstrate a scenario wherein sensitive information is leaked through a side-channel from the digital domain to the analog domain. A Trojan-free and two Trojan-infested versions of this design were evaluated, as we describe below.

1) Trojan-free Design: This design does not contain any sensitive information leakage paths to a digital or analog output. Given the design, we first extracted its Verilog netlist and annotated the Plaintext and Key signals with appropriate sensitivity levels. We also marked the corresponding sensitivity reducing operations in the AES core. Then, using VeroCoq-IFT, we converted the design to the formal representation and used Coq to evaluate the automatically generated proof for the security theorem asserting the sensitivity of the design output. The proof of the security property theorem for the output passes in Coq, attesting that this output never leaks sensitive information, under the provision that the initial sensitivity values and sensitivity reducing operations were annotated correctly in the design. For illustration purposes, Fig. 10 also shows the sensitivity levels propagated in this design.

2) Carrier Frequency Trojan: This design contains a hardware Trojan which uses a few added transistors in the “RF pulse generators” to vary the carrier frequency based on the value of the leaked AES key bit, which is tapped from the key storage register, as shown in Fig. 11. By evaluating this design in the enhanced VeroCoq-IFT, we observe that the proof does not pass in Coq. This implies that a possible path exists through which sensitive information may leak to the output. For further insight, Fig. 12 shows the information leakage path and the propagated signal sensitivity levels in this design.

3) Transmission Power Trojan: This design contains a hardware Trojan which adds an additional transistor at the output of the power amplifier in order to slightly increase the transmission power when the value of the leaked AES key bit is zero, as shown in Fig. 13. Following the same procedure as in Section V-A1, we evaluated this design and obtained a proof for the security property of the output, which does not pass in Coq. Once again, this implies that the proposed method detects the fact that there exists a potential for sensitive information leakage in this design. Fig. 13 also shows the information leakage path and the signal sensitivity levels in this design.

B. Information Leakage from Analog to Digital Domain

Sensitive information may also originate from the analog domain, such as signals coming from a sensor. Therefore, in this section we demonstrate a case where sensitive information can leak from the analog domain to the digital domain, as well as the ability of the proposed approach to detect it.

Fig. 14 shows a circuit which we created to demonstrate this concept. Let us assume that the analog input in this design originates from a sensitive analog biometric source, such as an electrocardiogram signal. Peaks in this signal reflect the heartbeat and therefore reveal the activity level or the excitement level of a person. Evidently, such biomedical data is considered confidential and its inadvertent disclosure can raise privacy concerns [19]. Our example circuit borrows a technique called A2, which was recently introduced in [20] to devise an analog counter that generates a trigger signal based on the electrical activity on a victim wire. Once the on-off frequency on the victim wire reaches a certain threshold, defined by the size of the capacitors and the transistors, the output of this circuit, which is shown by a dashed box in Fig. 14, is activated. The...
represent the propagated sensitivity levels as sensitive. Sensitivity levels which lead to the digital output being marked is also successfully revealed by our IFT methodology. To fails in Coq, showing that this type of information leakage marking the analog input as sensitive. Verification of the design to its corresponding Coq representation, while followed a similar procedure as in Section V-A1 and converted through functional testing.

To evaluate this design using our proposed approach, we followed a similar procedure as in Section V-A1 and converted the design to its corresponding Coq representation, while marking the analog input as sensitive. Verification of the proof of security property for the digital output in this design fails in Coq, showing that this type of information leakage is also successfully revealed by our IFT methodology. To provide more insight, numbers in Fig. 14 show the propagated sensitivity levels which lead to the digital output being marked as sensitive.

VI. CONCLUSION

We presented an IFT approach for analog designs and we integrated it into VeriCoq-IFT, an automated PCHIP-based framework for enforcing information flow policies on digital designs. Thereby, we developed what we consider as the first IFT solution which enables designers to seamlessly enforce information flow policies in analog/mixed-signal verification, in Asia and South Pacific Design Automation Conference (ASP-DAC), 2014, pp. 250–255.
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