Hardware-based On-line Intrusion Detection via System Call Routine Fingerprinting
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Abstract—We introduce a hardware-based methodology for performing on-line intrusion detection in microprocessors. The proposed method extracts fingerprints from the basic blocks of the routine executed in response to a system call and examines their validity using a Bloom filter. Implementation in hardware renders spoofing attacks, to which operating system or hypervisor-level intrusion detection methods are vulnerable, ineffective. The proposed method is evaluated using kernel rootkits which covertly modify the system call service routines implemented in the Simics simulation environment, while runtime overhead is evaluated using a predictive 45nm PDK.

I. INTRODUCTION

As reliance of our daily activities on technology increases, so does the amount of sensitive information that is stored, exchanged, and processed in electronic form. As a result, the threat of malicious software, which seeks to steal such sensitive information or disrupt legitimate operation of a computing system, is more relevant than ever. Accordingly, development of reliable intrusion detection methods has become paramount.

Intrusion detection refers to the process of logging or monitoring operating system (OS) activities, in order to detect malicious events. State-of-the-art solutions typically rely on extracted signatures (i.e. fingerprints), or behavioral models to distinguish malware from legitimate applications and, thereby, detect intrusion [1]–[6]. Numerous methods have been developed at the OS level, leveraging its rich semantic information and flexibility [1]–[3]. OS-level solutions, however, can be subject to software attacks staged at the same level. Kernel rootkits, for example, may be used to hijack OS control flow so that it can spoof their logging/monitoring system and eliminate traces associated with malicious actions.

In order to overcome this limitation, hypervisor-level detection methods have also been proposed [4]–[6]. A hypervisor provides virtualization, allowing multiple guest-OSs to run concurrently on a single physical machine, without intruding each other’s context. A management core, isolated from the guest-OSs, may naturally provide ground for more secure detection methods. Thus, data collected by an intrusion detector at the hypervisor level is generally immune to OS-level software attacks. Nevertheless, as shown through recent work [7], the hypervisor itself can be the target, as several vulnerabilities and intrusion methods have been identified. Therefore, similar attacks compromising integrity of the logged data to conceal malicious events can be staged at the hypervisor level.

In contrast, in this work we explore the possibility of relying exclusively on data collected directly through the hardware, without the intervention of a hypervisor or an OS, whereby the logged information may be compromised. In essence, we seek to leverage the fact that it is not possible to hide the actions of any executed software, even software that seeks to hide itself, from the hardware. Accordingly, traces obtained from hardware are expected to be immune to software-based tampering. The same principle governs recent malware detection/workload forensics approaches introduced in [8]–[10].

Since the majority of kernel rootkits tamper with the control flow of kernel services, using system call-related information is a popular approach for developing OS-level and hypervisor-level intrusion detection methods. Consistent with this approach, in this work we develop a hardware-based method which fingerprints system call service routines in order to assess their validity. Specifically, a Multiple Input Signature Register (MISR) is used to generate compact fingerprints for each basic block of a system call service routine, while a Bloom filter is employed for assessing whether a fingerprint is valid. This idea is demonstrated through execution of both legitimate benchmarks and kernel rootkits on an x86 architecture running Linux OS, implemented in Simics.

The remainder of this paper is structured as follows. In Section II, we discuss related intrusion detection work. The threat model considered in our approach is introduced in Section III. The proposed method is presented in Section IV and the hardware implementation of the required components is described in Section V. Section VI evaluates experimentally the effectiveness of our method and estimates its hardware overhead. Limitations and possible extensions are discussed in Section VII, while conclusions are drawn in Section VIII.

II. RELATED WORK

Based on the level at which they are implemented, intrusion detection methods found in the literature can be broadly categorized into software-based approaches, including OS-level approaches as well as hypervisor-level approaches, and hardware-based approaches. Most of the software-based approaches leverage the effectiveness of using system call-related information to identify malicious behavior while hardware-based approaches exploit specific architecture-level information to distinguish between benign and malicious events.

A. OS-level approaches

OS-level approaches generally benefit from semantically-rich information, such as process ID, system call sequence, etc., which is available at this level. Program behavior can, therefore, be modeled through machine learning algorithms, based on multiple features extracted from such information, in order to identify malicious programs [1]. Alternatively, Control Flow Integrity (CFI) checking has been proposed as a promising defense against control flow hijacking attacks of OS kernel services. However, the incurred implementation and/or runtime overhead is relatively high [2], [3].
B. Hypervisor-level approaches

Hypervisor-level approaches benefit from the inherently higher security offered by virtualization and isolation, as mentioned in Section I. On the other hand, these approaches suffer from the semantic gap problem. To address this, Antfarm [11] uses the CR3 register available in the x86 architecture to identify process creation, switching and termination. Once the semantic gap is bridged, similar methods to the ones developed at the OS-level may be applied. For example, the system call sequence can be profiled through performance counters or extracted from the instruction flow and specific registers (instead of a software tracing tool, such as strace), in order to perform behavior-based modeling and analysis [4]–[6].

C. Hardware-based approaches

Hardware-based approaches are generally immune to software attacks, thereby enabling a new direction toward thwarting malicious software. Existing methods include statistical processing of performance counter contents or memory operation information directly in hardware to identify outlier behavior [8], [9]. A similar approach which exploits Translation Lookaside Buffer (TLB) profiling has also been proposed in the context of workload execution forensics [10].

III. Threat Model

In this section, we define the threat model that we focus on in this paper. Our choice is motivated by the fact that most OS/hypervisor-level intrusion detection methods rely heavily on system call-related information, yet their logging/monitoring mechanisms rarely inspect the actual system call execution flow. As a result, these methods can be vulnerable to software attacks, known as system call hijacking.

System call hijacking enables an attacker to control the execution flow of one or several system calls; thereby, malicious code can be introduced and executed without the knowledge of the legitimate system user. In Linux OS, for example, this can be achieved through a kernel rootkit exploiting the Loadable Kernel Module (LKM), which contains user defined code and is intended to extend or customize the functionality of the original kernel. Compounding the problem, when the extended or customized functionality is no longer required, the kernel module can be unloaded, restoring the kernel to its original state and, thereby, leaving no trace.

Our work focuses on three types of system call hijacking, which are depicted in Figure 1:

1) System Call Table REDIRECTION: The simplest attack using the LKM is a redirection of the system call table. When a system call is invoked, instead of querying the original system call table to access the corresponding service routine, the OS is redirected to a different table whose content is controlled by the attacker and whose existence is unknown to the OS and the legitimate users.

2) System Call Table MODIFICATION: Another attack option is to modify the value of certain entries in the original system call table rather than redirecting to a different table, as the latter may leave more of a trace and can be

![Fig. 1: Three types of system call hijacking](https://via.placeholder.com/150)

- **Type 1** (sys. call hijacking): The simplest attack using the LKM is a redirection of the system call table. When a system call is invoked, instead of querying the original system call table to access the corresponding service routine, the OS is redirected to a different table whose content is controlled by the attacker and whose existence is unknown to the OS and the legitimate users.
- **Type 2** (sys. call hijacking): A more complicated option is to directly modify the service routines of one or more system call. In this case, the system call table as well as its entries remain unmodified, yet the actual service routines are contamined with additional/different instructions. A smart attack may still operate covertly and hide its presence from the OS by incorporating the general service provided by the original routine.

Armed with the capability of system call hijacking, an attacker can easily spoof OS-level and hypervisor-level intrusion detection methods. Indeed, upon invocation of a system call, these methods typically log and validate the system call ID or series of IDs, yet have no mechanism of attesting that the legitimate service routine is executed.

IV. Proposed Method

In contrast to OS-level and hypervisor-level approaches, the primary objective of the method proposed herein is to ensure integrity of an executed system call service routine in a way that is immune to tampering by software. To this end, we introduce a hardware-based solution, wherein the information used for fingerprinting the executed system call service routine is generated and evaluated directly in hardware. In this way, there exists no physical pathway for the OS, hypervisor, or any application running on the system to interfere with the logged data and the validation mechanism.

The proposed hardware-based intrusion detection system, as Figure 2 shows, consists of two main components: a data logging component and a validation component. The data logging component collects three critical pieces of information related to the integrity of system call execution, namely the base address of the system call table, the contents of the system call table, and the actual system call service routines. Using this information, the validation component seeks to detect the three types of system call hijacking attacks included in our threat model. The base address of the system call table, as well as its contents, are retrieved through the Basic Input/Output System (BIOS), when the OS kernel is booted. Therefore, we also store this information directly in the hardware and contrast it against the real-time values every time a system call invocation occurs, so that any unexpected modification can be detected and an alarm can be raised to suspend execution.
two methods can be used to invoke a system call. The first method is SYSENTER instructions. These instructions were introduced by Intel in order to enable fast entry to the kernel and avoid the overhead incurred by software interrupts. Similarly, the second method for invoking a system call uses INT 0x80. In particular, this instruction consults the Interrupt Descriptor Table (IDT) to identify the entry point to the system call table, which is then indexed with a system call code to execute corresponding service routine. As shown in the first basic block of the INT 0x80 handler in Figure 3a, the exact base address of the system call table, in this case 0xc16380a0, can be obtained through decoding the last instruction. The second method for invoking a system call uses SYSENTER instructions. These instructions were introduced by Intel in order to enable fast entry to the kernel and avoid the overhead incurred by software interrupts. Similarly, the same base address is referred to in the first basic block of the SYSENTER handler, as shown in Figure 3b.

If an attacker launches a Type-1 attack to redirect access to the system call table, the base address of the attacker-defined table must appear as a target address in the first basic block of the system call handling routine. Therefore, comparing the actual address to the legitimate one at run-time directly in hardware helps in detecting such attacks.

2) System call table content: In addition to the base address of the system call table, its content is also known. In this work we store a golden fingerprint, which is generated using the mechanism introduced in the following section, for the entire system call table. When a system call is invoked, the fingerprint of the employed table is computed and compared to the golden one in hardware, in order to detect Type-2 attacks.

3) System call service routine: In order to detect Type-3 attacks, we need the ability to analyze instruction-level behavior of system calls. However, logging the entire instruction flow would introduce unacceptable hardware overhead and is, generally, unnecessary. Instead, we employ a MISR to compress the instruction flow and generate simple fingerprints.

A MISR is a variant of a Linear Feedback Shift Register (LFSR). A standard LFSR is a shift register whose output is a linear function of its previous state, where the feedback input bit is generated by the XOR/XNOR function of a subset of the register bits. A MISR has the same structure, but additional input bits are fed through an XOR/XNOR gate to every flip-flop of the shift register in each cycle, as shown in Figure 4. As a result, the next state of the MISR depends on both the current state and the input bits.

Using a MISR for our purpose has three advantages: (1) the hardware structure of a MISR is relatively simple, involving only D-Flip-Flops (DFF) and XOR gates; thus, it incurs low design overhead. The number of DFFs and XORs is decided by the characteristic polynomial of the underlying LFSR. In our case, since we seek to compact instructions and the maximum length of a single instruction in x86 is 15 bytes, the degree of the characteristic polynomial has to be at least 120\(^1\). Specifically, we chose to implement a MISR using \(x^{120} + x^{119} + 1\) as the characteristic polynomial. (2) A MISR is scalable and can process multiple inputs simultaneously, independent of the input length; this allows us to efficiently process entire instructions in order to generate fingerprints for basic blocks. (3) The MISR has a relatively low aliasing probability. Aliasing occurs when identical signatures are generated for different input sequences and can undermine our ability to detect invalid instruction sequences. An approximation of the aliasing probability of a MISR is \(2^{-n}\), where \(n\) is the degree of its characteristic polynomial. In our case, since \(n = 120\), the aliasing probability is as low as \(2^{-120}\), which is negligible.

\(^1\) Intel 64 and IA-32 Architectures Software Developer’s Manual
In our work, execution flow of a system call service routine is described by multiple fingerprints, one for each of its basic blocks. The generated fingerprints are then fed into the online validation component, which we will describe next, to detect intrusion. To associate the generated fingerprints with the corresponding system call, we use the system call code as an identifier. In x86, the system call code is stored in the EAX register when an INT 0x80 or SYSENTER instruction is executed, hence our hardware obtains it directly from there.

**B. Validation Component**

The role of the validation component is to examine the validity of the fingerprints generated by the logging component for the basic blocks of a system call service routine. In particular, the golden fingerprints for each system call are identified through static code analysis and programmed in the validation component, which then checks membership of an on-line generated fingerprint in the appropriate golden set. A failed membership test implies that the system call service routine is invalid. Considering the potential design overhead of the validation component, explicitly storing in hardware all golden fingerprints for each system calls and comparing them in parallel against an on-line generated fingerprint would be prohibitively expensive. Therefore, instead of using a lookup table or a hash table for this purpose, we employ a Bloom filter for compactly storing the golden fingerprints and rapidly performing membership tests.

A Bloom filter is a space-efficient probabilistic data structure, used to test whether an element is a member of a set [12]. As shown in Figure 5a, a typical Bloom filter consists of an m-bit array and implements k different hash functions $h_i$, $i \in [1, k]$, each of which maps an input element $E$ to one of the positions in the array through a uniform random distribution. An empty Bloom filter is an array with all 0s. When adding an element, all k position bits mapped by the hash functions for this element are set to 1. As a result, an element is a member of the set if and only if $\forall i \in [1, k], h_i(E) = 1$.

A Bloom filter never misidentifies a valid member of the set as a non-member. However, it is possible that due to collision in the outputs of the hash functions, a non-member may be accepted as a member of the set, which in our case would imply that an invalid fingerprint may evade detection. Fortunately, appropriate choice of $m$ and $k$ can bound the probability of this evasion detection occurrence [13]. Furthermore, our design leverages a partitioned and fully-pipelined Bloom filter architecture. Partitioning, which splits the m-bit array into k sections that can be separately queried by the k hash functions, may further reduce detection evasion, since

**VI. EXPERIMENTAL RESULTS**

We now proceed to assess the effectiveness of our method in detecting intrusion through system call hijacking attacks and to evaluate the hardware overhead of our logging and validation components. Our experiments were performed in Simics, wherein we simulated a single-core 32-bit x86 machine running at 2GHz with 4GB of RAM, on which an Ubuntu server that embeds a Linux 2.6 kernel is loaded.
To evaluate effectiveness of our method in intrusion detection, we first perform static analysis to collect the golden fingerprints of the basic blocks for each system call service routine, and to program the corresponding Bloom filters. Next, we use MiBench [16], a free commercially-representative benchmark suite, to collect fingerprints for legitimate workload. To collect fingerprints for contaminated workload, we use five rootkits which exploit LKM to launch system call hijacking attacks of the three types introduced in Section III and which are implemented based on the Linux rootkit template maKit2. In order to hook our logging component onto the program counter and monitor the instruction flow, we exploit the haps feature of Simics. We note that, for reasons explained in Section VII, in our experiments we only fingerprint basic blocks entered through direct jump instructions.

Table I summarizes the number of times each system call was invoked by the legitimate workload, as well as the corresponding number of distinct fingerprints (only the most frequently invoked system calls are shown). All of these fingerprints were processed by the corresponding Bloom filter and passed the validation process, i.e. no false alarms occurred.

Table II summarizes the five kernel rootkits which we used to launch system call hijacking attacks. Following the definitions in Section III, the first one is Type 1, the next three are Type 2 and the last one is a Type 3 threat. All five were successfully detected by our method, as they invoked system calls whose service routine execution generated fingerprints that were rejected by the corresponding Bloom filter.

**B. Design overhead**

Since the logging and validation components are implemented directly in hardware and do not interfere with the original microprocessor execution flow, the overhead of our system is expected to be zero. As a point of reference, similar work developed at the hypervisor level, introduced additional performance overhead of 262.3 ms [6].

To evaluate the hardware design overhead of our method, we use a predictive 45nm Process Design Kit (PDK) [17]. The logging component and the validation component are separately synthesized in Synopsis Design Vision. Since the library does not contain a memory cell, we report the memory cost of the bit array and the seed coefficients of the Bloom filter separately, in terms of bytes required.

Table III summarizes the incurred overhead for each of the two components. Compared with a 45nm Intel Processor3 whose area is 107 mm2 and average power consumption is 65 W, the total overhead of this hardware implementation is negligible. Furthermore, while other hardware-based methods performing similar analysis introduce additional 2% area overhead in general [18], [19], our implementation consumes hundreds of times less in area. Regarding the seed coefficient lookup table, two tables are required for the two independent primary hash functions, in which 120 different random 12-bit values are programmed. Therefore, the memory cost of the seed coefficient lookup table is 360 B in total. Considering that the total system call number in Linux 2.6 is 336, the memory cost of the bit array for the Bloom filters is 0.98 MB.

**VII. LIMITATIONS OF HARDWARE-BASED APPROACHES**

**A. Indirect jump instructions**

In modern microprocessors, control flow transfers may involve either direct or indirect jump instructions. In the former, the starting point of the next basic block is explicitly known, but in the latter it is computed at run-time and may redirect execution to an instruction that is not at the beginning of a statically identified basic block. Hence, indirect jumps limit our ability to retrieve all possible basic blocks within an execution flow. Therefore, in order to avoid false alarms, basic blocks reached via an indirect jump are not fingerprinted. However, similar to other hardware-based methods which rely on behavior modeling [6], [8]–[10], if a non-zero false-positive rate is acceptable such fingerprinting can be enabled to opportunistically detect indirect jump-based attacks. Evidently, such attacks constitute a very challenging problem for hardware and software-based intrusion detection methods alike. Software solutions developed are vulnerable to tampering, incur relatively high implementation overhead which makes their deployment impractical [2], [3], and have limited effectiveness, as implied in [20]. In short, handling indirect jump-based attacks in intrusion detection remains an open question, worthy of future exploration, especially for hardware-based solutions [18], [19].

**B. OS updates**

The innate immunity of hardware-based intrusion detection methods against software-based tampering comes at the cost of sacrificing flexibility. Similar to other hardware-based methods [8]–[10], whenever the OS kernel is updated, our approach may also require an updating of its underlying configuration (i.e. the golden reference set of system call routine fingerprints). In order to maintain immunity, this information should not be modifiable through software or the OS, thus, such updating is not at all straightforward. Solutions to this limitation would likely require the use of non-volatile memory.
along with a hardware interface for reprogramming it with the updated golden reference set.

C. Multi-core environment

While our proposed method is evaluated in a single-core environment, it can be easily extended to be compatible with a multi-core environment. Specifically, a global validation component containing the golden reference set will be implemented across the processor cores, while multiple local logging components will be implemented for each core. The validation process can still work in parallel with the microprocessor execution flow, without incurring additional performance overhead. Furthermore, unlike hardware-based CFI methods whose area overhead is, generally, multiplied by the number of processor cores [18], [19], our method requires only duplicated logging components, resulting in much less additional total area overhead.

D. Hardware Trojans

Lastly, effectiveness of hardware-based on-line intrusion detection methods [8]–[10], including the one proposed herein, relies on the assumption that the underlying hardware is trusted and does not contain any malicious functionality, such as hardware Trojans [21]. Indeed, a hardware Trojan can interfere with the intrusion detection mechanism and undermine or even disable it. Of course, software-based intrusion detection methods may also be susceptible to hardware Trojan interference, since it is theoretically possible to contaminate the data that such methods are based on. In general, development of malware detection solutions which are impervious to hardware Trojan attacks is an open research problem.

VIII. Conclusion

We introduced a low-cost hardware-based approach for performing on-line intrusion detection through system call routine fingerprinting. Unlike software-based methods, which rely on information obtained through the OS and are, therefore, vulnerable to software attacks, such as system call hijacking, this hardware-based method extracts the required information directly in hardware, making it impervious to such attacks. Herein, we demonstrated an incarnation of this general idea, which logs and generates fingerprints using a MISR and examines their validity by checking their membership in a pre-specified set of golden fingerprints, implemented as a Bloom filter. The proposed method was evaluated on a 32-bit x86 architecture running Linux OS, implemented in Simics. Experimental results, using the Mibench suite as legitimate software and kernel rootkits launching system call hijacking attacks as malware, reveal that the fingerprints of the contaminated routines can be fully differentiated from those of the legitimate code. The hardware cost of our method in a 45nm process is 9229.72 $\mu$m$^2$ in area and 21.45 mW in power, as well as approximately 1 MB of memory, which is negligible compared to the size of a modern microprocessor.
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TABLE II: Kernel rootkit detection summary

<table>
<thead>
<tr>
<th>rootkit</th>
<th>description</th>
<th>detected?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type-1 attack</td>
<td>system call table redirected</td>
<td>✓</td>
</tr>
<tr>
<td>Type-2 attack</td>
<td>table entry sys_open() redirected</td>
<td>✓</td>
</tr>
<tr>
<td>Type-2 attack</td>
<td>table entry sys_write() redirected</td>
<td>✓</td>
</tr>
<tr>
<td>Type-2 attack</td>
<td>table entry sys_mkdir() redirected</td>
<td>✓</td>
</tr>
<tr>
<td>Type-3 attack</td>
<td>sys_write() routine modified</td>
<td>✓</td>
</tr>
</tbody>
</table>

TABLE III: Design overhead summary

<table>
<thead>
<tr>
<th>area ($\mu$m$^2$)</th>
<th>power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>logging</td>
<td>1810.56</td>
</tr>
<tr>
<td>validation</td>
<td>7491.16</td>
</tr>
<tr>
<td>total</td>
<td>9229.72</td>
</tr>
<tr>
<td>overhead</td>
<td>0.008625%</td>
</tr>
</tbody>
</table>