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Abstract—Due to the variety of application models and also the target platforms used in embedded electronic system design, it is challenging to formulate a generic and extensible analytic design-space exploration (DSE) framework. Current approaches support a restricted class of application and platform models and are difficult to extend. This paper proposes a framework for automatic construction of system-level DSE problem models based on a coherent, constraint-based representation of system functionality, flexible target platforms, and binding policies. Heterogeneous semantics is captured using constraints on logical clocks. The applicability of this method is demonstrated by constructing DSE problem models from different combinations of application and platforms models. Time-triggered and untimed models of the system functionality and heterogeneous target platforms are used for this purpose. Another potential advantage of this approach is that constructed models can be solved using a variety of standard and ad-hoc solvers and search heuristics.

I. INTRODUCTION

Mapping application models to flexible platforms in multi-processor real-time system design involves design space exploration (DSE) for seeking optimal solutions subject to a set of constraints and optimization criteria [1], [2]. Due to the variety of application and platform models used in this domain, it is extremely beneficial to have a generic framework for automatic construction of DSE problem models for each system design scenario. Also, it is useful to be able to investigate different search heuristics for a DSE problem model [3].

As only the structure of the application and platform models are captured explicitly—typically as graphs annotated with performance and cost metrics [4]—the semantics of the application and platform services are implicitly hard-coded in the DSE tools. Additionally, annotating metrics which depend on mapping decisions, such as application mapping to networks-on-chip (NoCs), in such a representation is not straightforward.

As a result of lacking general and explicit representations for the application and platform models, most of the available analytic DSE methods follow a monolithic formulation of the DSE problem where the semantics of the application, the composition rules of the platform components, and the binding policy are inseparably intermixed to a single problem. Consequently, the current DSE frameworks are restricted to particular classes of application and platform models and are not easily extensible with new models.

To address this problem, we present a framework for automatic construction of system-level DSE problems as the composition of application, platform, and binding sub-problems (Fig. 1). The input models can be provided independently by even different vendors and used by the system designer to create the DSE tool. Being based on the declarative constraint programming (CP) paradigm, all the aspects of the DSE problem are captured coherently as constraints and the problem model is separated from the search heuristics used to solve it. A meta-model is presented to explicitly capture the application, the flexible target platform, and the binding models. A method and a tool are developed for automatic generation of the corresponding DSE problem based on these models. As a key contribution, constraints on logical clocks are used to explicitly express the semantics of application and platform services. The applicability of the proposed method is demonstrated using a set of representative DSE scenarios.

Related Work: Analytic performance models of application and platforms, such as service curves and event stream [5], [6] address only one aspect of the DSE problem, namely the performance analysis. COSI [7] targets synthesis of optimized on-chip NoCs using integer linear programming. Based on a library of fine-grained platform components and their composition rules more complex communication topologies are constructed. However, the scheduling of the application with different semantics is not considered as a part of the DSE problem. Kuchcinski [8] presents a finite-domain constraint-based model of the classic system-level mapping and scheduling and high-level synthesis problems. The frameworks [9], [10] present a complete approach using CP to perform a throughput-optimization mapping of synchronous dataflow (SDF) graphs of practical size onto a multi-core platform in reasonable time. DesertFD [11] structures the design spaces as an AND-OR-LEAF tree and uses finite-domain solvers to prune the design space. A property composition language is provided to specify constraints on different parameters. In comparison to the above methods, in our framework the DSE problem model is captured as three separate models and is generated automatically. Also, different semantics are supported by exploiting clock constraints.

Related Work: Analytic performance models of application and platforms, such as service curves and event stream [5], [6] address only one aspect of the DSE problem, namely the performance analysis. COSI [7] targets synthesis of optimized on-chip NoCs using integer linear programming. Based on a library of fine-grained platform components and their composition rules more complex communication topologies are constructed. However, the scheduling of the application with different semantics is not considered as a part of the DSE problem. Kuchcinski [8] presents a finite-domain constraint-based model of the classic system-level mapping and scheduling and high-level synthesis problems. The frameworks [9], [10] present a complete approach using CP to perform a throughput-optimization mapping of synchronous dataflow (SDF) graphs of practical size onto a multi-core platform in reasonable time. DesertFD [11] structures the design spaces as an AND-OR-LEAF tree and uses finite-domain solvers to prune the design space. A property composition language is provided to specify constraints on different parameters. In comparison to the above methods, in our framework the DSE problem model is captured as three separate models and is generated automatically. Also, different semantics are supported by exploiting clock constraints.
II. PRELIMINARIES

1) Constraint programming (CP): CP is a declarative programming paradigm for solving combinatorial constraint satisfaction and optimization problems. Problems are modeled as constraint satisfaction problems (CSPs) and solved by propagation and search. A constraint satisfaction problem (CSP) \((X, D, C)\) is expressed as a set of constraints \(C\) which must be satisfied over a set of variables \(X\) with given domains \(D\) [12]. Each constraint \(c \in C\) involves some variables \(x_j, x_k, \ldots \in X\) and is a subset of possible values that each variables can take i.e., \(c \subseteq d_j \times d_k \times \ldots\). By adding a set of objective functions over the variables a constraint optimization problem can be formulated. Constraints are usually expressed as expressions containing variables of interest, such as \((x_1^2 + 2x_2 \leq 5)\) or taken from a global constraint catalog. Programs implement the constraints by filtering out the values which lead to inconsistent solutions. Afterwards, searching in the resulting solution space is performed by selecting values for each variable based on a given heuristic.

2) Clock Constraint Specification Language (CCSL): CCSL is a companion language to the UML profile MARTE used to express and annotate the timing and causality aspects of events and actions in a model. [13]. In the multiform time model of CCSL, several parallel time-lines, modeled by logical clocks, can progress non-uniformly. This matches the behavior of parallel and distributed systems where only a partial causal order between the events of a system exists. The syntax and semantics of CCSL are formally defined in [14]. A CCSL clock is a totally ordered set of instants, one of them highlighted as the current instance. When a clock ticks, the succeeding instance in that clock becomes the current instance. A CCSL specification consists of a set of clocks and the constraints on them. Clock constraints are either clock relations, which are precedence or coincidence constraints on the instances of two clocks, or clock expressions, which are used for defining new clocks. The TimeSquare tool set [15] uses a binary decision diagram (BDD)-based solver to simulate a CCSL specification. We adopt CCSL for describing the semantics of applications and platforms services and use a finite-domain constraint-based formulation to coherently express them together with other types of DSE constraints. This is detailed later in Section III-1.

III. THE DSE CONSTRUCTION FRAMEWORK

A DSE meta-model is proposed to explicitly capture models of the application functionality, the flexible target platform, and the binding policy. A CP formulation of CCSL constraints is used to capture the semantics of applications and platform services. A method and tool is presented to support automatic generation of the corresponding problems and compose them to construct the model of an analytic DSE problem. The declarative style of its constraint-based formulation also separates the problem model from the solving method, enabling reuse of different search heuristics or even complete search methods for the same DSE model.

We use a constraint-based formulation of the DSE problem models to achieve composability. A DSE problem is modeled as a CSP and solved using finite domain constraint solver kits. Assume two CSPs \(P_1 = (X_1, D_1, C_1)\) and \(P_2 = (X_2, D_2, C_2)\). The composition of \(P_1\) and \(P_2\), denoted by \(P_1 \times P_2\) is also a CSP which has the variables \(X_1 \cup X_2\) and constraints \(C_1 \cup C_2\). If \(P_1\) and \(P_2\) share variables, then we call \(X_1 \cap X_2\) the interface between \(P_1\) and \(P_2\). In the same style, a DSE problem model \(P_{DSE}\) can be defined as

\[
P_{DSE} = P_{app} \times P_{plt} \times P_{bnd},\]

where \(P_{app}\) is the model for the application problem, \(P_{plt}\) for the platform problem, and \(P_{bnd}\) for the binding problem. Each of the above three sub-problem models can be automatically generated from the corresponding application, platform, and binding models (Fig. 1). These models comply to the meta-model presented in this Section.

1) CP-based formulation of CCSL Constraints: In this work, CCSL is formulated as a library in the constraint programming language MiniZinc [16] (Fig. 2). A full list of CCSL constraints is presented in [14].

   a) Clocks and Time Structure: A clock \(c\) is modeled as an array of 0/1 decision variables with the length of the maximum scheduling steps. A schedule for a CCSL specification is a function of the form \(\mathbb{N} \rightarrow 2^{C}\). For a schedule \(\sigma\) and an execution step \(n \in \mathbb{N}\), \(\sigma(n)\) is the set of clocks that tick in \(n\). \(\sigma(n)\) denotes if \(c\) ticks in a scheduling step \(n\). A clock configuration \(\chi\) is a function \(C \times \mathbb{N} \rightarrow \mathbb{N}\) which for a schedule \(\sigma\) gives the number of times that a clock \(c \in C\) has ticked until step \(n \in \mathbb{N}\). More precisely:

\[
\chi(c, n) = \begin{cases} 
0 & n = 0 : \text{the initial configuration} \\
\chi(c, n - 1) & n > 0, c \notin \sigma(n) \\
\chi(c, n - 1) + 1 & n > 0, c \in \sigma(n)
\end{cases}
\]

   b) Clock Relations: Clock relations are either synchronous or asynchronous and are used to constrain two clocks with respect to each other. For example, the clock relations sub-clocking, exclusion, and synchrony are synchronous, while the precedence constraint is asynchronous. Asynchronous relations are index-dependent and are defined in terms of the clock configurations. For a consistent schedule \(\sigma\) the relation (non-strict) precedence is defined for instance as

\[
c_1 \text{ Precedes } c_2 \iff \forall n \in \mathbb{N}, \chi_\sigma(c_1, n) \geq \chi_\sigma(c_2, n)
\]

c) Clock Expressions: Clock expressions are used to define implicit new clocks. For example the union and intersection expressions define the ticks of a new clock point-wise in each step. The sampling clock expression defines a new clock which ticks with a base clock that immediately appears after a tick of the trigger clock. The defer clock expression is a generic form for implying delay constraints which is specialized to simpler constraints in practice. For example, the delay on constraint, delays the ticks of a trigger clock on a base clock a constant number of ticks. A similar constraint filter by accepts a clock and a 0/1 string as its parameter and creates a clock which ticks whenever the input clock ticks and its corresponding entry in the constructed 0/1 string is a 1. Regular expressions might be used to construct complex 0/1 strings; for example, by concatenating an initial \(s_i\) and a periodic \(s_p\) string as \(s_q = s_i (s_p)^\omega\). This constraint is captured in our library in the following style.

\[
c_f \triangleq c_1 \text{ FilteredBy } s_i, s_p \iff \forall n \in \mathbb{N}, \chi_\sigma(c_f, n) = \chi_\sigma(s_q, \chi_\sigma(c_1, n))
\]

2) The Meta-model: Fig. 3 presents the framework meta-model. The fundamental elements of this meta-model are: Decision variables which represent quantities in the design space and are determined during the DSE (e.g., slot length of a time-division multiplexed (TDM) bus); Logical clocks are
CCSL clocks that are subject to scheduling during the DSE (e.g., firing times of an actor). Constraints are either instantiation or clock constraints and restrict the possible values of the decision variables and valid schedules of the logical clocks; Relations which are represented as matrices of decision variables and can be visualized as directed graphs (e.g., data/control dependencies in a task graph, mapping of application components to platform components, etc.); and Metrics appear either as application performance or platform cost metrics and are used for constraining and specifying the objectives of the DSE optimization problem (e.g., throughput of an application, power consumption of a platform, etc.).

a) The Application Model: Both the structure and the semantics of the application models relevant to the DSE problem are captured inn the meta-model. An application model consists of 1) a set of application components, such as dataflow actors or real-time tasks; 2) a set of binary relations on the components, representing a graph; 3) a set of application clock constraints, expressing the timing semantics of the application components; and 4) a set of application metrics, such as performance metrics of the application. Each application component in turn is modeled by a) a set of logical clocks, representing different events associated with it such as invocation, output production, etc.; b) a set of component clock constraints, used to express the timing relation among the events happening within an application component; and c) a set of component metrics.

The current implementation uses an XML-based format to represent the models. The constraints in this model refer to a library provided by the framework (Fig. 2).

b) The Platform Model: In addition to the architectural structure and cost annotations, the platform models also capture the semantics of the services provided to the application. A platform model consists of 1) a set of platform component templates, such as processors, busses, etc.; 2) a set of binary relations on the instantiated components, expressing an architecture graph; 3) a set of platform instantiation constraints, expressing valid combination of platform components; 4) a set of platform clock constraints; and 5) a set of platform metrics, representing different cost metrics. Each platform component is also modeled by a) a set of variables, used to instantiate and tune a platform component; b) a set of component instantiation constraints, expressing valid instances of a platform component; c) a set of logical clocks, representing different events in a platform; d) a set of component clock constraints, used to express timing aspects of the platform services; and e) a set of component metrics.

IV. EXPERIMENTS

To validate the implementation of the proposed DSE construction framework, two applications expressed in different models of computation (MoCs) and two different target platforms are captured and composed with each other using a simple binding policy.

The first application is a JPEG encoder modeled as an SDF graph with 16 actors and 20 arcs. SDF graphs are an untimed MoC with partial orders between the events and is suitable for modeling signal processing applications [18]. An instantiation constraint buffer_size ensures the minimum required buffer size. Each arc is equipped two clocks named read and write. Throughput of an SDF graph can be captured as an application performance metric and might be a subject of optimization. The sdf_arc component clock constraint is provided by the framework’s CCSL library and
enforces data causality and buffer size limitation. Throughput of an SDF graph can be captured as an application performance metric and might be a subject of optimization. The second application is a time-triggered periodic task set (TS) with three tasks where each task is characterized by its activation period and offset, execution time, and a deadline. This application model is captured using the framework-provided clock constraints in a similar style described in [19] but using our framework’s facilities. The first platform model used is a single-core machine (SC) running a real-time operating system (RTOS) with a preemptive scheduler. It includes a single platform component which is instantiated only once where its associated exec clock is constrained to be periodic on the base time clock with the period of the length of the RTOS scheduler ticks. The second platform considered is the TDM multi-processor platform similar to the one described in [20] as described below. Its model includes a processing element to which computational application components are mapped and a bus component which has two variables: one indicating the number of its ports and a variable array representing the TDM table. Our bus is configured with 10 TDM slots. Using a bidding policy based on classic system synthesis, where application components are mapped to corresponding platform component instances using a graph relation, DSE problem models of the four possible combinations of the above application and platform models are generated. Note that the TS-TDM combination is not a feasible mapping in practice because the self-timed processors of the TDM platform cannot trigger the tasks of TS on time due to lack of synchronization with a base time. The separation of binding policy as a separate problem is a powerful concept. It enables independent formulation of application and platform problems and also investigation of different binding policies.

The DSE generator framework produces the models instantly. For the purpose of these experiments, a simple generic branch and bound solver heuristic is devised which is automatically generated by the DSE generation engine. To form the search tree, the instantiation variables, the component variables, the binding relation matrix, and the CCSL clock variables are branched in order. To resemble the maximal firing policy [14] in the branching, all the clocks are tried for ticking in each step, unless inconsistencies are detected. In this way, the models can be solved with the objective of satisfaction, to produce all solutions, or optimization for an objective based on the performance or cost metrics. The models are solved with the satisfaction goal and the outputs are verified to ensure the correctness of the results. Fig. 4 depicts a sample output of the generated DSE tool. Efficient solving engines and search heuristics can be considered for a fast and scalable DSE.

V. CONCLUSION

This paper suggests a new design chain model by automatic construction of system-level DSE problem models for arbitrary combinations of application semantics, target platforms and binding models possibly provided by separate vendors. A framework is proposed and implemented using the CP paradigm which provides a meta-model for capturing and characterizing the application, platform, and binding models. These models are composed and used for generation of a constraint satisfaction problem representing the DSE problem of interest. Experiments with timed and untimed application semantics on different target platforms validates the approach.

This work opens new areas for further research. We have not aimed at optimizing the solving time yet. To achieve the ultimate goal of constructing a full DSE tool automatically, compositional formulation of the searching heuristics used for solving the generated models is a complementary topic. Integration of more advanced search engines to enable for example multi-objective optimization is also interesting.
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