System level exploration of a STT-MRAM based Level 1 Data-Cache

Manu Perumkunnil Komalan*, Christian Tenllado*, José Ignacio Gómez Pérez*, Francisco Tirado Fernández† and Francky Catthoor†‡

*Department of Computer Architecture and Automation
Universidad Complutense de Madrid, Spain
†KU Leuven, Leuven 3000, Belgium
‡IMEC, Leuven 3001, Belgium

Abstract—Since Non-Volatile Memory (NVM) technologies are being explored extensively nowadays as viable replacements for SRAM based memories in LLCs and even L2 caches, we try to take stock of their potential as level 1 (L1) data caches. These NVMs like Spin Torque Transfer RAM(STT-MRAM), Resistive-RAM(ReRAM) and Phase Change RAM (PRAM) are not subject to leakage problems with technology scaling. They also show significant area gains and lower dynamic power consumption. A direct drop-in replacement of SRAM by NVMs is, however, still not feasible due to a number of shortcomings with latency (write or read) and/or endurance/reliability among them being the major issues. STT-MRAM is increasingly becoming the NVM of choice for high performance and general purpose embedded platforms due to characteristics like low access latency, low power and long lifetime. With advancements in cell technology, and taking into account the stringent reliability and performance requirements for advanced technology nodes, the major bottleneck to the use of STT-MRAM in high level caches has become read latency (instead of write latency as previously believed). The main focus of this paper is the exploration of read penalty issues in a NVM based L1 data cache (D-cache) for an ARM like single core general purpose system. We propose a design method for the STT-MRAM based D-cache in such a platform. This design addresses the adverse effects due to the STT-MRAM read penalty issues by means of micro-architectural modifications along with code transformations. According to our simulations, the appropriate tuning of selective architecture parameters in our proposal and suitable optimizations can reduce the performance penalty introduced by the NVM (initially ∼54%) to extremely tolerable levels (∼8%).

I. INTRODUCTION

SRAM memories nowadays are limited by sub-threshold leakage and susceptibility to read/write failure with dynamic voltage scaling schemes or a low supply voltage. As a result, considerable effort and resources are being utilized in developing emerging memory technologies like ReRAM, Ferroelectric RAM (FeRAM), STT-MRAM and PRAM. Due to their plethora of advantageous characteristics like low leakage, high density and inherent non-volatility, NVMs are being explored as alternatives for SRAM memories even at higher levels of the memory hierarchy like scratch-pad and cache ([1], [2] and [3]). The research on these NVMs has become even more necessary now that memories are increasingly dominating system on chip designs in terms of chip area, performance, power consumption and manufacturing yield.

Despite all this, almost all the proposals to incorporate NVMs into the traditional memory hierarchy consists of them being utilized along with SRAM. This is so that the negative impacts (latency and reliability issues being the major ones) can be limited and the positive ones maximized.

STT-MRAM, PRAM and ReRAM are some of the more promising and mature NVM technologies. STT-MRAM is a good candidate to replace conventional SRAM technology for large-size and low-power on-chip caches. STT-MRAM has high density, lower power consumption, good performance (relative to other NVMs and Flash) and suffers minimal degradation over time (lifetime up to $10^{16}$ cycles [4]). ReRAM is also an attractive prospect due to a number of factors like large R ratio, fast read access times, small read energy consumption and area requirement. ReRAM and STT-MRAM technology are also CMOS logic compatible and can be integrated along with SRAM on chip. PRAM, however, faces problems in integration and its very high write latency puts it at a disadvantage when the focus is on higher level caches. Both PRAM and ReRAM are also plagued by severe endurance issues (lifetime ≤ $10^{12}$ cycles). Thus, we only focus on STT-MRAM as the NVM of choice in this paper and explore the replacement of the traditional SRAM based L1 D-cache (D1) by a STT-MRAM based one.

Despite the low energy, leakage and very good endurance, STT-MRAM read latency is an issue when we target higher level memories [5]. As a result, a direct drop-in replacement of SRAM by STT-MRAM in the D-caches organization is not feasible. We propose a novel D-cache configuration that is able to overcome the read limitations of the STT-MRAM by means of an intermediate buffer that is termed as the ‘Very Wide Buffer’ (VWB). This is a significant extension of the design methodology initially proposed in [6] and [7]. We extend the design processes and architectural modifications outlined in both scenarios and come to a solution optimized for our particular specifications. These architectural changes along with appropriate data allocations schemes coupled with code transformations and optimizations are best utilized to make our proposal viable. Since the focus is on system level changes, we will not delve deeply into technology and circuit related matters. To the best of our knowledge, this is the first such work on NVM based L1 D-cache organizations that manages to specifically tackle the read latency limits via micro-architectural modifications and code transformations. This paper will illustrate this on single core ARM like general
purpose platforms, but the principles are not limited to this type of platform.

The paper is organized as follows: Section 2 discusses similar work and recent developments with respect to the use of NVMs. Section 3 motivates the need for architectural modifications in order to replace the SRAM based D-cache by a NVM counterpart. Section 4 details the proposed architectural modifications to deal with the performance penalty raised by the NVMs read latency limits. Section 5 lists the code transformations and optimizations that enable us to fully exploit our architectural modifications and avail the benefits of the NVM cache. Section 6 presents the results of the proposed methodologies, and an exploration of the effects of the different tune-able parameters along with certain comparisons. Section 7 concludes the paper.

II. RELATED WORK

There have been a number of proposals based on hybrid NVM/SRAM organizations for different levels of the memory hierarchy. Almost all of them use a combination of software (memory mapping, data allocation) and hardware techniques (registers, buffers, circuit level changes) to overcome the problems plaguing these proposals. [8] proposes a Hybrid Scratch Pad Memory (HSPM) architecture which consists of SRAM and NVM to take advantage of the ultra-low leakage power, high density of NVM and fast read of SRAM. A novel data allocation algorithm as well as an algorithm to determine NVM/SRAM ratio for the novel HSPM architecture are proposed. In [9], a PRAM based unified cache architecture for L2 caches on high-end microprocessors is proposed and evaluated in terms of area, performance, and energy.

[1] proposes an asymmetric write architecture with redundant blocks (AWARE), that can improve the write latency by taking advantage of the asymmetric write characteristics of 1T-1MTJ STT-MRAM bit-cells. The asymmetry arises due to the nature of the storage element in STT-MRAM, wherein the time required for the two-state transitions (1 to 0 and 0 to 1) is not identical. In [2], the MRAM L1 cache is supplemented with several small SRAM buffers to mitigate the performance degradation and dynamic energy overhead induced by MRAM write operations. [3] proposes a hybrid Scratch Pad Memory (SPM) which consists of a NVM and SRAM. This proposal exploits the ultra-low leakage power consumption and high density of NVM as well as the efficient writes of SRAM. A novel dynamic data allocation algorithm is proposed to make use of the full potential of both NVM and SRAM.

It is quite clear from the work being done in related areas, that NVMs haven’t been looked into as options for the highest level of the memory hierarchy very often. Also, unlike the others the main focus here is on bypassing the read latency limitations. Additionally, the write latency oriented techniques do not lead to good results and they do not really mitigate the real latency penalty. Since, the work is based on an ARM like general purpose processing platforms, the latency issues are crucial to the success of the overall system.

III. REPLACING SRAM WITH STT-MRAM: COMPARISON WITH EXISTING SOLUTIONS

The rapid increase of leakage currents in CMOS transistors with technology scaling poses a big challenge for the integration of SRAM memories. This has accelerated the need to shift towards newer and more promising options like STT-MRAM. Table I compares the 64KB SRAM and STT-MRAM caches for the 32nm tech node with High Performance (HP) transistors. The STT-MRAM 64KB D-cache numbers that are used in our experiments are obtained by means of appropriate technology scaling and other optimizations applied to the advanced perpendicular dual MTJ cell with low power, high speed write operation and high magneto-resistive ratio, along with the memory array presented in [5]. These are consistent with the numbers presented by Samsung [10], Toshiba [5], Qualcomm etc. The STT-MRAM cell access time is CMOS-based and the interface is SRAM compatible.

However, like it has been mentioned earlier, latency issues limit the use of STT-MRAM for higher level memories. Previous concerns about STT-MRAM and other similar NVM technologies were along the lines of write-related issues. The read:write latency depends a lot on the R-Ratio (TMR in the case of STT-MAM) in these NVM technologies. With the maturation of the STT-MRAM technology it has become clearer that a high R-Ratio is not realistic, at-least currently, taking into account the cell stability and endurance ( [4], [5]: shift from 1T-1MTJ to 2T-2MTJ). Hence, the read latency has becomes the new major bottleneck to overcome for the substitution of SRAM by STT-MRAM, particularly at the L1 level of the memory hierarchy. As shown in table I, the read latency of STT-MRAM is significantly larger than it’s SRAM counterpart.

Write latency issues can still be managed by techniques like the inclusion of a small L0 cache (like in the TMS320C64x/C64x DSP of Texas Instruments [11]), buffers ( [2]) or by means of modifications such as the one proposed in [7]. A simple simulation can show that these latency issues, in particular read, have a major impact on performance when NVMs are used in the first levels of the memory hierarchy, even for data caches that are not so read dependent like instruction caches. Here for instance, we have analyzed the impact of a STT-MRAM based D-Cache on the performance of a Single Core 1GHz ARM processor with 32KB IL1, 64KB DL1 and a 2MB unified L2 cache. We utilize the micro-architecture simulator Gem5 [12] for this purpose and realistically assume the read access time of the STT-MRAM cache to be four times that of the SRAM cache, while write access is assumed to be twice that of the SRAM counterpart. We use a subset of the PolyBench Benchmark suite [13] for our simulations.

Figure 1 shows the performance penalty on replacing just the SRAM D-cache by a NVM counterpart with similar characteristics (size, associativity...). The instruction cache and the unified L2 cache remain SRAM based. Even for the

### Table I. 64KB SRAM L1 D-Cache vs 64KB STT-MRAM L1 D-Cache

<table>
<thead>
<tr>
<th>Parameters</th>
<th>SRAM</th>
<th>STT-MRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read Latency</td>
<td>0.787ns</td>
<td>3.37ns</td>
</tr>
<tr>
<td>Write Latency</td>
<td>0.773ns</td>
<td>1.86ns</td>
</tr>
<tr>
<td>Leakage</td>
<td>204.7nmW</td>
<td>28.35nmW</td>
</tr>
<tr>
<td>Area</td>
<td>146f^2</td>
<td>42f^2</td>
</tr>
<tr>
<td>Associativity</td>
<td>2 way</td>
<td>2 way</td>
</tr>
<tr>
<td>Cache Line size</td>
<td>256 Bits</td>
<td>512 Bits</td>
</tr>
</tbody>
</table>
minimal read latency issue that is being considered here, we can see a clear and unacceptably large performance overhead compared with the baseline. In-fact, ‘reg-detect’ may suffer up to 55% performance penalty if the NVM D-cache is introduced instead of the regular SRAM one. The main conclusion of this analysis is that although STT-MRAM is a good candidate to replace SRAM D-caches given certain obvious advantages, a simple drop-in replacement is not advisable and some architecture modifications are required to reduce the impact of their latency limits.

IV. ARCHITECTURAL MODIFICATIONS TO ADDRESS NVM LIMITATIONS

In this paper, we analyze the feasibility of using STT-MRAM for the L1 D-cache. We propose using a significantly modified version of a Very Wide Register (VWR) organization focused on improving SIMD access in SRAM caches (proposed in [6]). The enhanced intermediary Very Wide Buffer (VWB) that is proposed here is detailed in figure 2. The Very Wide Buffer here is an asymmetric register file organization. Micro-architecturally, a VWB is made of single ported cells. A post-decode circuit consisting of a multiplexer (MUX) is provided to select the appropriate word(s). The VWB is very close to logic and it can effectively act as a energy efficient high speed buffer between the DL1 and the processor. The interface of this register file organization is asymmetric: wide towards the memory and narrower towards the datapath. This is similar to a register file which is incorporated in the datapath pipeline cycles. The wide interface enables exploiting the locality of access of applications through wide loads from the memory to the VWB and also utilizes this bandwidth to hide latency. At the same time the datapath is able to access words of a smaller width for the actual computations. The wider memory array of the D-cache actually is more beneficial energy wise to the NVM here compared to that of SRAM. This is because the cumulative capacitance of the SRAM transistors across a wide word will be much larger than that of it’s NVM counterpart. This has a major effect on the energy and delay of the memory array. The VWB approach can be used in both data-parallel and non-data-parallel contexts.

While the VWB is very small in size, for practical purposes, it has to be able to accommodate at least 2KBit of data for efficient exploitation of data locality in our latency challenged scenario. The area gains offered by using a NVM make this feasible. The VWB in principle is used to hold critical and frequently executed data arriving from NVM DL1 and exploits data locality when the entire cache line is transferred into it. It must be noted that in the ARM like environment (based on the Cortex A9) that is our platform, in the data cache and instruction cache the word being read out is very wide and usually as big as the entire cache line. Hence, no need is present for any major circuit level modifications in our proposed implementation. The processor will read/write the appropriate word via the MUX selector of a single line from/to the VWB, thereby using a narrow interface matching the data-path of the processor. The STT-MRAM data memory will reads complete lines from the VWB, thereby using a wider interface which will increase the throughput to the memory.

The VWB is modeled like a fully associative buffer. It is made up of two lines of single ported cells in conjunction with each other in such a way that the data can be transferred from one line to another seamlessly back and forth. Both lines are connected to the post decoder MUX network. This way data can be written into and read from the VWB at the same time. Each VWB line has an associated tag. The load and store policies for the L1 data cache and the corresponding VWB in our proposal are as follows:

- **Load Operation:** The VWB is always checked for the data first during a normal read. On encountering a miss, the NVM DL1 is checked. If the data is present, then it is read from the NVM DL1 and also written into the VWB always. The evicted data from the VWB is stored in the NVM DL1. If the data is not present in the NVM DL1 also, then the miss is served from the next cache level, and the cache line containing the data block is then transferred into the processor and the VWB.

- **Store Operation:** The data block in the DL1 is only updated via the VWB if it’s already present in it. Otherwise, it’s directly updated via the processor. A small write buffer is present when to hold the evicted data temporarily, while being transferred to the L2, when the data block in question has to be renewed. No write through is present to the L2 and main memory, and a write-back policy is implemented. If it’s a miss, we follow the write allocate policy for the data cache array and a non allocate policy for the VWB. The data in the cache location is loaded in the block from the L2/main memory and this is followed by the write hit operation.

Regarding performance, the proposed mechanism decouples the read hits from the NVM, effectively removing the long latency read operation from the critical path. However, those reads may eventually happen when the VWB encounters a miss and the processor may try to fetch new data while the promotion of a cache line into the VWB is taking place (since the promotion may take as long as 4 cache cycles). We have simulated a banked NVM array, so no conflict will exist if both operations target different banks. Otherwise, the processor must be stalled, thus degrading system performance.

![Fig. 1. Performance penalty for the Drop in NVM D-Cache, relative to SRAM D-Cache. SRAM D-cache baseline = 100%.
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and potentially violating hard real-time operation. For the VWB organization proposed in this section the size and the implementation are the some of the few areas where tweaking to suit the platform, applications and other requirements are possible.

Figure 3 shows the effect of our micro-architectural modifications in reducing the penalty caused by NVM latency limitations. Although the reduction in penalty is significant, it’s not not enough taking into account the fact that the benchmarks are minimal in size and aren’t really representative of the heavy, robust or data intensive applications that will also be utilized in real time scenario’s. Thus we need to cut the penalty further. This can be achieved through the exploitation of parallelization, cutting initial delay time to fetch critical data to the VWB and also cutting the delay by fetching repeatedly used data (in loops) into the VWB. These aspects are described in the next section.

V. Code Transformations and Optimization

Almost all modern systems try to utilize some form of parallelization nowadays for the efficient use of resources and greater performance. We try to exploit data level parallelism here by means of vectorization (essentially loop vectorization). Vectorization is a process wherein the program is converted from a scalar implementation, which processes a single pair of operands at a time, to a vector implementation, which processes one operation on multiple pairs of operands at once. For example, modern conventional computers, including specialized supercomputers, typically have vector operations that simultaneously perform operations such as four additions/subtractions etc. We identify the critical data and loops and vectorize them.

We broke down the contributions of the read and write access to the total penalty of the system for our NVM based proposal to enable us to use appropriate transformations suited to our problem (Figure 4). The read contribution far exceeds that of it’s write counterpart towards the total penalty. With increasingly complex kernels, the write penalty contribution also seems to increase, albeit slightly. However, the clear difference in impact between the two even in case of the data cache (as compared to the instruction cache where reads are much more critical) makes a case for the application of pre-fetching. Here, we can pre-fetch critical data and loop arrays to the VWB manually and hence reduce time taken to read it from the NVM. For the moment, we steer these transformations manually by the use of intrinsic functions to modify the individual Kernels.

Alignments of loops, jumps, pointers etc also help in reduction of penalty. We also attempt to transform conditional jumps
in the innermost loops to branch-less equivalents, guess branch flow probabilities and try to reduce number of branches taken thus improving code locality. We carry out these optimizations automatically by specifying the individual intrinsic function flags at compile time for the different Benchmarks. Figure 5 details the effects of the above mentioned transformations and optimizations on the performance of our modified STT-MRAM based DL1 organization.

Another breakdown of the contribution to reduction of performance penalty, by means of code transformations (Figure 6), reveals that pre-fetching and vectorization have the largest positive impacts. Other intrinsic functions for alignment, branch prediction and avoiding jumps etc become more significant as the kernel becomes larger and more complex. Predictably, pre-fetching is most impactful for the smallest kernels. A systematic approach is being looked into to facilitate and best exploit the above mentioned code transformations and optimizations in an appropriate manner. These will be employed uniformly after further explorations.

VI. EXPLORATION AND ANALYSIS

In order to gauge the effectiveness of the proposed modifications, we implement our proposal and design methodologies via the GEM5 simulator ([12]). We run all simulations in the System-call Emulation (SE) mode with the ARM detailed CPU type that mimics an ARM Cortex-A9 processor with a clock frequency of 1GHz. The cache configuration is set as follows: a 32KB 2-way associative L1 I-cache, a 64KB 2-way associative L1 D-cache and a 2MB 16-way associative unified L2 cache. For the simulations, we utilize a subset of the PolyBench benchmark suite like it has been mentioned before. Although the set of benchmarks tested here are not particularly large or heavily data intensive, it stands to reason that a fair extrapolation of these conditions even for larger benchmarks would produce significant reduction in the performance penalty induced by the introduction on an NVM cache in Level 1. The VWB size is usually taken to be 2KBit with 2 lines of 1KBit register files. The D-cache line size is 512 Bits.

One of our first explorations looks into the effect of the size of the VWB on our proposed idea (Figure 7). It is quite clear from the figure that larger size VWB’s help in reducing the penalty more. This is simply because of more code being able to fit into the VWB with it’s increased capacity and hence lesser performance penalty. However, a limit is present to the VWB size put forward by technology, circuit level aspects cost and energy. The routing and layout also becomes cumbersome. Hence, we found it ideal to keep the size of the VWB to around 2KBit considering the area gains offered by the NVM. Keep in mind that a fully associative search also becomes a big problem with the increase in size of the VWB.

For a better idea of where our proposal stands, we compared it to a few techniques for write mitigation in NVMs like a variation of the commonly used L0 cache and the Enhanced MSHR presented in [7]. We utilize these proposals for the purpose of latency reduction in our scenario, where read latency is more of a problem. The hardware structures are made fully associative and have the same size (2KBit) as that of the VWB for a fair comparison. However, the given structures are not as wide as the VWB and conform to the interface of the regular size memory array. The comparison...
is detailed in Figure 8. Our proposal offers almost twice the penalty reduction as compared to the other previous proposals. This is due to the uniqueness of the structure and the software optimizations included to exploit it.

The effect of code transformations on the baseline SRAM based system is also a net positive. We have compared the net effect of the optimizations and transformations on the baseline system to that of our proposal (Figure 9). It stands to reason that while the software transformations can positively affect the baseline SRAM system (resulting in a better performance compared to our proposal by ∼8%), it is more pronounced in case of our NVM based proposal where the architecture and data allocation policy is tuned to exploit these optimizations the most. Also, these do not take into account the obvious advantages offered by the NVM cache like more area leading to more capacity, and lower energy.

VII. CONCLUSION

This paper presents a modification of the traditional data cache organization by the inclusion of a NVM based cache instead of the traditional SRAM one along with the addition of a Very Wide Buffer for the effective exploitation of this STT-MRAM cache. This Very Wide Buffer also helps with the reduction of the performance penalty induced due to STT-MRAM latency limitations. Our explorations show that appropriate tuning of selective architecture parameters along with suitable data allocation techniques coupled with code transformations and optimizations can reduce the performance penalty introduced by the NVM to extremely tolerable levels (8%) even in the worst cases. Furthermore, the use of NVMs also allows gains in area and even energy (power models have yet to be fully developed though). The gains in area can in turn can be utilized to accommodate D-caches with more capacity (around 2-3 times for STT-MRAM). Although the set of benchmarks tested here are not particularly large or heavily data intensive, it stands to reason that a fair extrapolation of these conditions even for larger benchmarks would result in a significant reduction of the performance penalty induced by the introduction of a NVM DL1.

REFERENCES