A Hardware Implementation of a Radial Basis Function Neural Network Using Stochastic Logic
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Abstract—Hardware implementations of artificial neural networks typically require significant amounts of hardware resources. This paper proposes a novel radial basis function artificial neural network using stochastic computing elements, which greatly reduces the required hardware. The Gaussian function used for the radial basis function is implemented with a two-dimensional finite state machine. The norm between the input data and the center point is optimized using simple logic gates. Results from two pattern recognition case studies, the standard Iris flower and the MICR font benchmarks, show that the difference of the average mean squared error between the proposed stochastic network and the corresponding traditional deterministic network is only 1.3% when the stochastic stream length is 10kbits. The accuracy of the recognition rate varies depending on the stream length, which gives the designer tremendous flexibility to tradeoff speed, power, and accuracy. From the FPGA implementation results, the hardware resource requirement of the proposed stochastic hidden neuron is only a few percent of the hardware requirement of the corresponding deterministic hidden neuron. The proposed stochastic network can be expanded to larger scale networks for complex tasks with simple hardware architectures.
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I. INTRODUCTION

Stochastic computing uses a unique data representation that performs mathematical operations with probabilistic streams of bits rather than traditional deterministic values. It uses the ratio of the number of “1” bits in a stochastic bit stream to the length of that stream to represent a probabilistic value. For example, the bit stream “01001011” represents 0.5, and the bit stream “011011101011110” represents 0.625. The ratio will converge to the actual probabilistic value by increasing the stream length [1, 2]. The main advantage of stochastic computing is its great simplicity of hardware arithmetic units. For example, multiplication can be implemented with only a single AND or XNOR gate. It is potentially useful in some arithmetic intensive systems to substitute a stochastic implementation for traditional deterministic hardware units. Additionally, the stochastic implementation can be quite robust to small data fluctuations which can be caused by the manufacturing process or the operating environment in deep submicron devices. Another useful feature is its adjustable data precision provided by using different stream lengths with the same hardware, which provides more flexibility for system design tradeoffs than in conventional architectures [3, 4].

One of the early applications of stochastic computing was implementing ANNs (artificial neural networks) [5, 6] where numerous mathematical operations are required. Brown and Card [7] proposed a number of stochastic computational units that significantly boosted performance, including a linear finite state machine for exponentiation operations. They also applied these stochastic units in an ANN-based SCL (soft competitive learning) circuit for optical character recognition [8]. Zhang and Li [9] further extended the stochastic neural networks applications in the industrial controller of a wind turbine system. However, the hardware implementation of the activation functions in these stochastic neural networks was restricted, and these systems also tended to lose precision due to the scaled addition problem.

In this work, we exploit the advantages of stochastic computing in the RBF (radial basis function) neural network. We extends previous work [10] where a 2D (two-dimensional) finite state machine (FSM) based on a Markov chain is used to synthesize the Gaussian function. With the 2D-FSM, the shape of the Gaussian function can be easily adjusted by varying the input modulation streams. Only eight states in a 2D-FSM are necessary for most tasks. Furthermore, there is no addition operation in the first layer of the network, so the stream length can be relatively short. Inter-stream correlations, which can cause problems in most stochastic systems [3], are actually exploited in this work to perform an absolute subtraction operation. The RBF network is evaluated using two standard pattern recognition case studies – the Iris flower and the MICR optical character recognition. The results show that the recognition rate and MSE (mean squared error) of the proposed stochastic RBF network are very close to the output of the corresponding deterministic RBF network, but the hardware architecture is greatly simplified. The cost-performance tradeoffs are also compared between the proposed stochastic RBF network and three deterministic networks.
The proposed stochastic RBF network is shown in Fig. 1. The hidden layer output $y_j$ ($j = 1, 2, \cdots, J$) is implemented with a Gaussian function and calculated in (1):

$$y_j = \exp(-\|x_j - c_j\|^2/\sigma^2)$$

(1),

where $c_j$ is the center point and $\sigma$ controls the shape of $y_j$. We expand (1) using the Euclidean distance as follows:

$$y_j = \exp(-|x_j - c_{ji}|^2/\sigma^2) \cdot \exp(-|x_j - c_{j2}|^2/\sigma^2) \cdot \cdots \cdot \exp(-|x_j - c_{jN}|^2/\sigma^2)$$

(2),

Therefore, $y_j$ can be calculated in three steps: (1) subtraction between $x_j$ and $c_{ji}$, (2) calculation of the Gaussian function with zero mean and standard deviation $\sigma$, (3) multiplication of all these Gaussian functions. The subtraction in step (1) is implemented by XOR gates with fully correlated input streams (e.g. generated with the same randomizer). The output bit stream of the XOR gate will be set to “0” when the two input bits are different, otherwise it is set to “1”. The multiplication in step (3) is implemented by an AND gate using the unipolar coding format [1]. The Gaussian function in step (2) is approximated by the 2D-FSM as shown in Fig. 2, where states can transition within the two-dimensional state array. There are $M \times N$ states ($S_0$ to $S_{MN-1}$) in this configuration. The state transition depends on the input stream $x$ and the modulation stream $k$. It can be modeled as a time-homogeneous Markov chain which is irreducible, aperiodic and ergodic. If the probability of the states is denoted by $P_{st}$ (st is the state number, $st = 0, 1, \cdots, MN-1$) and the probability of the input stream and the modulation stream are denoted by $P_X$ and $P_K$, respectively, then $P_{st}$ can be calculated by (3) [10]:

$$P_{st} = P_{X} \cdot P_{K}$$

(3)
III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Iris flower recognition

Fisher's Iris flower data set [11] consists of 50 samples of three species of Iris. Each sample has four features: length and width of the sepals and petals. We used this data set for pattern recognition to compare the deterministic and stochastic RBF networks. A total of 75 samples were randomly selected for network training and the remaining 75 were used for testing. The orthogonal least squares training algorithm was used. A RBF network with 4 input neurons, 8 hidden neurons and 3 output neurons was simulated. For the deterministic network, 2 out of the 75 samples were not recognized. For the stochastic network, the Gaussian function was approximated using a 2D-FSM with eight states. Two variations, M1 and M2, were tested. M1 used stochastic logic only in the hidden layer. M2 implemented the full stochastic logic. The test results are shown in Fig. 4. Each result was repeated at least ten thousand times to reduce randomization errors. The MSE is calculated by comparing the stochastic output with the corresponding deterministic output. In M1, the average recognition rate reaches 93.4% with a stream length of 10kbits, and converges to 96.7% when the stream length exceeds 500kbits. In M2, the average recognition rate converges to 95.6% at a stream length of 1Mbits. The MSE converges to 0.051, which is nearly 20% worse than M1. This is because M2 uses stochastic logic in the output layer, which leads to a larger variance. The variance can be reduced by using longer bit streams, resulting in a trade-off between the system speed and accuracy.

B. Optical character recognition

The characters of the E-13B MICR (Magnetic Ink Character Recognition) font are used mainly in the banking industry for magnetic scanning and optical recognition. In this test, random noise at two levels was added to the MICR font: pixel blur (modify the pixel gray level), and pixel error (reverse the pixel color), as shown in Fig. 5. A 7×8 pixel array for each character was used. The pixel gray levels are normalized. A RBF network with 56 input neurons, 15 hidden neurons and 14 output neurons was set up with the orthogonal least squares training algorithm. Two variations, M3 and M4, were tested. M3 used stochastic logic only in the hidden layer. M4 used full stochastic logic. The test results are shown in Fig. 6. Each sample was repeated at least two thousand times. The recognition rate and the MSE gradually converge to the corresponding deterministic network outputs. Compared with the Iris flower test, a much shorter stream length is needed to obtain the same recognition rate level, mainly because there are more inputs and fewer outputs in the MICR font test. For M4, When ER is below 10% and the stream length is greater than 40kbits, the recognition rate is almost 100%. When ER is 20%, the recognition rate is around 90% at a stream length of 40kbits, and is 96.7% at a stream length of 1Mbit. The MSE gets closer to the deterministic network result when the stream length increases. When the bit stream length is 10kbits, the recognition difference between the average stochastic network and the corresponding deterministic network is only 1.3%.

C. Hardware comparisons

The proposed stochastic RBF network was realized on an Altera Cyclone III FPGA EP3C80F780C8 with 81264 logic elements (LEs). The synthesis results are shown in Table I. For M1 and M3, the output neurons are implemented with binary adders and multipliers, so their areas are larger than M2 and M4, which use only stochastic components. The data width refers to the bit stream length in the stochastic network. The network parameter \(c\), \(k\), \(q\) and \(w\) are stored in an off-network memory. They are transferred to the stochastic network by shift registers. As the data width increases, the network circuit area increases linearly, but the area of the hidden neurons does not change given the same network architecture.
As the circuit area is highlighted by $R_1$, the 2D-FSM measures the circuit power which is a factor of area and speed. The full look-up table architecture needs only one clock cycle for each operation, but it has an extremely large area and slow clock frequency. The look-up table with interpolation uses a smaller table but requires more operations per unit area. These metrics are compared in Fig. 7. The 10-bit 2D-FSM architecture has the best area-clock product. This product becomes smaller when the data width increases. $R_0$ also measures the circuit power which is a factor of area and speed. As the circuit area is highlighted by $R_1$, the 2D-FSM architectures show better area-clock product even if the data width exceeds 14 bits. For area efficiency, which is measured by $R_2$, the 12-bit 2D-FSM architecture is comparable with the CORDIC (Coordinate rotation digital computer) architecture. It can be seen that the 2D-FSM has great advantages in terms of circuit area, but its performance (speed) must be balanced with the accuracy, which is a function of the bit stream length.

### IV. Conclusion

An RBF neural network with two stochastic logic levels was designed and evaluated. The results show that this network can perform recognition tasks with an acceptably low error rate using very simple hardware consisting of only basic logic gates (XOR, AND) and simple FSMs. The output of the stochastic network is a probabilistic value that fluctuates around an average value. The difference of this average value compared to the output of a deterministic network is only 1.3% when the stochastic bit stream length is 10kbits. As the stream length increases, the variance of the output reduces, but the operation speed is reduced appreciably. The deterministic network can produce greater speed with lower power than the stochastic implementation, but the circuit area cost of the stochastic approach is substantially lower and its accuracy can be adjusted by varying the stream length without changing the hardware. This feature gives the designer more flexibility to balance the accuracy, speed and power. The stochastic network also is able to continue working even with significant input data errors or when some logic units fail. These specific error tolerance characteristics are the focus of our future research.
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