Feature selection for Alternate Test using wrappers: application to an RF LNA case study
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Abstract—Testing analog, mixed-signal and RF circuits represents the main cost component for testing complex SoCs. A promising solution to alleviate this cost is the Alternate Test strategy. Alternate test is an indirect test approach that replaces costly specification measurements by simpler signatures. Machine learning techniques are then used to map signatures and performances. One key point that still remains as an open problem is the conception of adequate simple measurement candidates. This work presents efficient algorithms for selecting information rich signatures.

I. INTRODUCTION

Nowadays, commercial trends of IC industry have forced the integration of complex Systems-on-Chip (SoCs) consisting of tightly integrated analog, mixed-signal, RF and digital circuitry onto a single IC substrate. This high integration level provides a significant reduction in production cost, but there is a simultaneous increase in the cost of testing and diagnosing these devices.

Generic cost-effective methods for testing the digital parts of these SoCs, based on standardized fault models, are already available. But testing Analog, Mixed-Signal, and RF circuits still relies on costly functional characterization.

Alternate test [1] is a promising strategy for overcoming this issue. The basic idea is to replace costly specification-based tests by a set of simpler (and cheaper) measurements, often called signatures, and then use machine learning algorithms to map these simple measurements onto the specification space.

The usual approach to perform this replacement is based on supervised machine learning algorithms. The process is developed in two stages: a learning stage, and a testing stage. During the learning stage both performance parameters and signatures are measured from a set of training devices. A machine learning algorithm is then trained over the two sets of measurements to build a mapping model. In the testing stage, signatures are measured for each Device Under Test (DUT), and performances are inferred by using the mapping model obtained in the previous stage.

However, finding an appropriate set of signatures to extract meaningful models is still a matter of creativity based on a precise knowledge of the DUT. Thus, signature sets are usually ad hoc and sub-optimum: they may contain redundant information, non-relevant data, noisy signatures, etc. These redundant or unreliable signatures should be removed from the test program before deploying it. In our opinion, the definition of the input space of signatures is one of the key aspects that limits the adoption of Alternate Test as a methodology.

Some work has been presented on optimization and selection of signatures [2]–[6]. The most direct approach for selecting relevant signatures is to perform an iterative search. That is the procedure used in [2], [3]. A typical iterative search in a signature space starts by building machine-learning models for each individual signature. Then the signature that yields the best model is selected and the search is extended to all possible pairs of signatures that include the previously selected one. The process is then repeated and more signatures are added until some precision criterion is achieved. The works in [4], [5] also perform a similar iterative search, but in these cases signatures are first ranked based on a statistical metric. The proposal in [6], on the other hand, relies on training a genetic algorithm to guide signature selection.

This paper presents a generic methodology for guiding the selection of meaningful signatures to feed the statistical tools. The early identification of a small subset of appropriate signatures from a vast signature set enables test compaction, which leads directly to reduced test time, reduced interface needs, relaxed equipment requirements or even to a simplification of the DUT design due to not including some built-in test sensors.

The paper is organized as follows: Section II presents our proposed methodology for feature selection. Section III presents some relevant experimental results from a direct application to an alternate test strategy for RF LNAs. Finally, Section IV summarizes the main contributions of this work.

II. FEATURE SELECTION

Feature selection can be defined as the process of selecting a subset of relevant features for use in model construction. It is a recurrent problem in machine learning, and has been addressed by numerous researchers. It is out of the scope of this paper to produce a full review, and interested readers can refer to [7] for an excellent introduction to the topic.

Statistics almost always address feature selection from the viewpoint of overfitting reduction. In the particular application case of IC testing, though, there is a specific additional concern: the feature cost. Any additional signature is a measurement that has to be performed in production.
A. The filtering approach

The most direct approach to feature selection consists in pre-selecting a subset of features, based on some statistical observations, before training any regression models. This approach, widely used when the number of initial features is very high, is known as filtering.

Filtering can be unsupervised, that is to say that it uses only the signature information and not the specification information, or supervised, that uses the specification information to select the best signatures. The most well-known unsupervised filtering approach is the Principal Component Analysis (PCA). PCA considers a linear input space and performs an eigenvalue decomposition of the features covariance matrix to identify the principal directions, or Principal Components (PCs), of the variability in the space of signatures.

One of the main drawbacks of PCA is the fact that it is a linear method, while the relation between signatures may be non-linear. Instead of this linear unsupervised approach for signature selection, in this paper we propose a methodology that takes into account the intrinsic non-linearity of the space of signatures and the non-linear mapping to the performance space by incorporating model training to the selection algorithm. This approach is known as a wrapper approach [8].

B. The wrapper approach

The wrapper approach consists in using the machine-learning prediction model as a black box within an optimization loop. The model is used to evaluate the prediction error (also called generalization error) for a given signature subset, and the optimization loop tries to minimize this error. More complex cost functions that take into account the test cost of each signature are also possible, but in this paper we are not interested in cost function modeling and we will focus on generalization error minimization. We will consider the number of features in a more qualitative manner.

If the number of variables is small, a full-search would be feasible. However, as dimensionality rises more clever approaches shall be implemented.

We opted for an optimization that is simple and easy to interpret: the stepwise search with compound operators, as described in [8]. This approach is based on a combination of two operations: stepwise forward addition and backward elimination of features. Starting from an initial subset of signatures, we explore all the possible children obtained by removing one existing signature or adding one new signature. Up to this point, this is very similar to what was proposed in [9]. But at the end of this one-change exploration, we also explore the combinations of the four children that have given best results. This can significantly speed-up the exploration in the early stages of the search.

Concerning the machine-learning model in the wrapper algorithm, we use a perceptron neural-network from the ENTOOL MATLAB toolbox for ensemble learning [10]. The available data is split in 15 random fractions and 15 different models realizations are obtained by leaving one of the 15 fractions out of the actual training data. This left-out fraction is used as a test set to derive the generalization error, in a classical cross-validation fashion. At the end of this process, an ensemble model is created: the 9 best performing models are selected and their outcome is averaged to get the ensemble model output. Apart from the total generalization error, we get access to the 15 individual errors. In this way, we can take the standard deviation of these errors to get a rough estimate of the confidence in the obtained generalization error.

As an arbitrary stopping criterion for the search, we consider that the generalization improvement for a new iteration should be higher than 25% of the standard deviation estimate. An important remark in this strategy, as in any other optimization algorithm, is that it is important to set aside a validation/verification set that is not involved in the optimization loop. We need an out-of-the-loop criterion to ensure/verify that we are not overfitting. We implemented a sanity check in this line consisting in monitoring the model performance on the out-of-the loop validation set, to verify that the prediction error for this set also improves.

C. Hybrid approach

It is also possible to combine filtering and wrapper approaches to obtain a trade-off between speed and precision. In order to do that, we have to define a feature ranking criterion based on a filtering approach. In principle, it makes little sense to consider unsupervised candidates, since the training data is available. Instead of that, we propose to use as a simple metric for our ranking the correlation of the features with the specifications. Different definitions of this correlation can be used, such as Pearson’s correlation, Brownian distance correlation, etc.

The proposed hybrid approach first ranks the features with respect to the original data and trains an initial model (hence using the wrapper approach). Then, we compute the residues of the fit (i.e. the individual errors for all the training samples). After that, the algorithm ranks the remaining features with respect to the residues and select the best candidate to add it to the feature set. Iterating the procedure, the algorithm should add features that add information that was previously missing.

Since only one model is trained for each new feature, a complete search may be feasible (though model training time increases with the number of features). In any case, a stopping criterion based on a minimum stepwise improvement can also be implemented.

III. CASE STUDY: ALTERNATE TEST OF RF LNAs

A. The Device Under Test

In order to exemplify the application of the proposed technique for feature selection, we have applied it to an Alternate Test strategy for predicting the gain of an RF LNA. LNAs are simple circuits with very few components, but that are quite sensitive to process variability. Both these aspects are valuable for our purpose since we need to perform many Monte Carlo simulations in order to build the training and testing sets of signatures and specifications. The variability is important to make the prediction more challenging. On
the other hand, limiting the discussion to the prediction of a single performance—the LNA’s gain in this case—facilitates the interpretation of the results, although the method is easily applicable to any number of target performances.

Figure 1 shows the schematic of the LNA, which has been designed in a 90nm CMOS technology. The envelope detector at the output of the LNA has been included as a built in test instrument [11].

B. Simulation results

Our initial set of signatures in this case study contains 42 signatures, consisting in the DC voltages in all the nodes of the LNA, the output of the envelope detector, and all the previous signatures measured under power supply stress. The selection of these sets of signatures is based on our previous work on RF Alternate Test [5], [11], [12]. We have already demonstrated that these sets of signatures can be used separately for inferring RF performances. In this work, our goal is to optimize the complete set of signatures by using feature selection techniques.

A population of 2000 instances of the LNA was generated using Monte Carlo simulation and the complete set of 42 signatures was extracted for each instance to define our input space.

In order to explore the structure of the input space, we performed a PCA decomposition of this space. This decomposition allows us to rank our 42 signatures according to their contributions to the principal components. In this sense, Fig. 2 shows the Euclidean norm of the contributions of each signature to the principal components, for two truncated PCA decompositions: considering only the three most significant PCs (dashed-red line), and considering the ten most significant ones (solid-blue line).

It is quite clear that the main contributing signatures are roughly signatures 32 to 42, but an apparent result is that, even in the case of a 3 component decomposition, all the 42 signatures have significant contributions to the PCs, so a filtering decision turns out to be difficult if we base the choice only on the information offered by the PCA decomposition. On the other hand, our proposed wrapper approach brings additional information for the filtering decision by using machine learning to retrieve the non-linear relationship between the set of signatures and the target performance.

Thus, as a first application of the proposed wrapper feature selection method, we consider four different scenarios to predict the gain of the LNA:

- only DC signatures
- DC signatures and envelope detector
- DC signatures with power supply stress
- DC signatures and envelope detector with power supply stress

Again, we use the 2000 instances of the LNA generated using Monte Carlo simulation. In the four scenarios, we set aside 10% of the data for the verification set which represents 200 samples. We are left with 1800 samples for training and the cross-validation scheme leads to 15 partitions of 120 samples.

Figure 3 shows all the visited feature combinations for the four scenarios, in a scatterplot of the generalization error versus the number of features in the training set. It can be observed how the use of power supply stress to augment the information fails to improve significantly the model if only DC signatures are considered. However, this is not true when the envelope detector is considered. In this case, the gain error goes from 0.09dB to 0.04dB, approximately.

The optimum fronts for the different scenarios also provide interesting information. For instance, in the case of DC signatures with supply stress, the model with lowest error uses four
features, but it is clear that a model with three features gives almost the same prediction error, so the additional feature is probably not cost-effective. Similarly, for the most complete scenario the best model (with an error of 0.04dB) uses 11 features. However, the last steep improvement occurs when going from 6 to 7 features, with an error of 0.06dB. Is an error improvement of 0.02dB worth the introduction of 4 features? This is a matter of cost optimization, as commented above.

To further explore the benefits of the wrapper approach, we can make a comparison to the PCA decomposition. We considered the set of the 11 most significant principal components as our set of signatures for training machine learning models. Thus, Fig. 4 shows a scatterplot of the generalization error versus the number of PCs used in the training. Intuitively, it could be expected that the PCA decomposition would be competitive compared to the individual signatures, but as it is shown in Figures 3 and 4, that is not the case even for models trained with a low number of features. If we take into account that each principal component has contributions of all the 42 individual signatures, the advantages of the proposed feature selection technique based on the wrapper method is clear. Moreover, it is interesting to observe that the best PCA ranked models (red-dashed line in Fig. 4) are far from the minimum front for the estimation error (solid-blue line in Fig. 4).

Finally, Figure 5 displays the results obtained from three hybrid approaches using feature ranking on residues as explained above. For the first approach we use the traditional Pearson’s correlation as a ranking method. For the second one, we use the individual Brownian distance correlation as introduced in [5]. And for the third one, we use the multivariate Brownian distance correlation, that is to say that the distance computation is performed in the complete feature space.

It can be seen that the multivariate distance achieves very good results compared to the wrapper search reference. It can even be seen that the optimum front of the wrapper approach is outperformed for some feature numbers. However, this may be explained by the fact that we introduced the compound operators and thus may have “skipped” some intermediate cases. Anyhow, this result suggests that the hybrid approach with multivariate distance correlation may be a good option if feature selection speed is critical.

IV. CONCLUSIONS

This work proposes two simple methodologies for the selection of information rich features. The first one is based on a wrapper technique, while the second one combines the wrapper with filtering decisions based on non-linear correlation coefficients. Both approaches have been validated in a RF LNA case study to demonstrate their feasibility. Obtained results show a clear potential of the proposed techniques to improve the quality of the input space of signatures.
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