Abstract—Several emerging techniques have been recently proposed for alleviating the communication latency and the energy consumption issues in multi/many-core architectures. One of such emerging communication techniques, namely, WiNoC replaces the traditional wired links with the use of wireless medium. Unfortunately, the energy consumed by the RF transceiver (i.e., the main building block of a WiNoC), and in particular by its transmitter, accounts for a significant fraction of the overall communication energy. In this paper we propose a runtime tunable transmitting power technique for improving the energy efficiency of the transceiver in wireless NoC architectures. The basic idea is tuning the transmitting power based on the location of the recipient of the current communication. The integration of the proposed technique into two known WiNoC architectures, namely, iWise64 and McWiNoC resulted in an energy reduction of 43% and 60%, respectively.

I. INTRODUCTION

In the last few years, we are assisting to the transition from single-core to multi-core implementations and we are now entered in the so called many-core era. A number of chip makers, including Intel, AMD, TILERA, etc., have already released commercial multi/many-core products. For instance, AMD has recently released the first native eight core processor for the desktop market [1], while TILERA and Intel have released a 72-core and a 60-core coprocessors, respectively [2], [3]. On the research side, Intel integrated 80 programmable cores into a single chip [4], and more recently, 45 PS4C Pentium cores in a single chip, named SCC [5], which uses a Network-on-Chip (NoC) as interconnection fabric.

As the number of cores integrated into the same chip increases, the role played by the on-chip communication system becomes more and more important. The cost (i.e., silicon area), the performance (e.g., communication delay, throughput, etc.), and the energy consumption of the NoC are common design optimization metrics. For instance, with regards to the communication performance, as the network size increases, due to the multi-hop communication nature of NoC-based systems, the communication latency increases. To face with this problem, several emerging communication architectures have been proposed. Wireless NoCs (WiNoC) [6] use a wireless backbone upon the traditional wire-based NoC [7]. A WiNoC introduces new hardware structures such as antenna and transceivers, that represent an overhead in terms of area and power. The use of concentrated architectures and hierarchical topologies [8] is a viable solution to deal with the antenna area overhead issue. With regard to the power issue, the major contribution is due to the radio transmitter front-end connected to the antenna. For instance, in [9] the transmitter is responsible for about 65% of the overall transceiver power consumption, while in [10] this contribution is more than 74%. Previous work in the context of WiNoCs consider transmitters in which the transmitting power is constant (regardless the distance of the destination node), and able to guarantee a given reliability level (in terms of bit error rate, BER) in the worst case.

In this paper we propose a novel mechanism for improving the energy efficiency of the transmitters in WiNoC architectures. The basic idea is allowing the transmitter to run-time select its transmitting power based on the reliability requirements of the destination node of the current communication. We provide a systematic approach that, under a reliability constraint (given in terms of maximum BER) and for each antenna, allows to determine the optimal transmitting power for each destination node. The optimal transmitting power is off-line computed by using an accurate 3D field solver for a limited number of measurements. The obtained power figures are then used for configuring the proposed variable gain controller which is responsible of driving the power amplifier connected to the transmitting antenna. We found that, by integrating the proposed technique into two known WiNoC architectures, namely, iWise64 [8] and McWiNoC [11], results in an energy reduction of 48% and 50%, respectively. As compared to a traditional wire-line NoC, the energy saving of the augmented iWise64 and McWiNoC is 65% and 61%, respectively.

The rest of the paper is organized as follows. Section II reviews related works in the context of wireless NoCs. Section III provides a background on how estimating the signal attenuation in the wireless medium and the power strength requirements for the ASK-OOK modulation. The proposed technique along with the implementation details is presented in Section IV. Experimental results are presented in Section V. Finally, Section VI, concludes the paper and outlines the directions for future developments.

II. RELATED WORK

The capability of integrating an antenna with its transceiver onto a silicon die [12] has lead several research groups to assess the advantages of having long range wireless links upon the traditional wire-based NoCs. An exhaustive panoramic of the state-of-the-art in WiNoC architectures can be found in [7]. Here, the authors divide the various WiNoC architectures into two main classes, namely, mesh based topology and small-world based topology WiNoCs. Another classification can be done on the basis of the portion of electromagnetic
spectrum used for data transmission such as UWB [6] (few GHz), mm-wave [8], [13]–[15] (tens of GHz), sub-THz [16] (hundreds of GHz), and THz [17] NoC. While the first three use the metallization present in standard CMOS technology as antenna, the latter makes use of carbon nanotubes.

In mm-wave WiNoCs, zigzag antenna is viewed as the best candidate solution for on-chip antenna [7]. In this paper we consider zigzag antenna as its behavior can be more easily predicted with already consolidated techniques and knowledge such as the use of field solvers for modeling and analysis. Furthermore, the use of regular topologies, like 2D meshes, allows the exploitation of symmetries that simplify their characterization. Several examples of mesh based WiNoC architectures can be found in literature [8], [11], [16], [18]. For adapting the baseband signal to the wireless medium, in this context, the most used modulation is Amplitude Shift Keying or On Off Keying (ASK-OOK) [7], [8], [13]. Although, for a given BER, the ASK-OOK modulation requires a higher transmitting power than that required by other kinds of modulation (e.g., the Quadrature Amplitude Modulation (QAM) [19]), and has a poor spectral efficiency, its hardware implementation is simple (low area overhead as compared to QAM) and tailored to be applied in the on-chip context. In this paper, we propose a technique and circuitry for improving the power efficiency of a ASK-OOK transceiver by means of a reliability aware on-line transmitting power modulation.

III. BACKGROUND

This section provides a brief background on the Friis transmission equation used for computing the fraction of transmitting power that reaches the receiving antenna. Consequently, it introduces the formula used for computing the minimum transmitting power to guarantee a certain BER.

A. Friis Transmission Equation

The required transmitting power depends on many factors, including, the kind of modulation, the transceiver noise figure, and the attenuation introduced by the wireless medium. Let us consider the Fig. 1 which shows a transmitting antenna with an output power $P_t$ and a relative angle respect the receiving antenna of $(\theta_t, \phi_t)$, and a receiving antenna, located at distance $R$, with a relative angle respect the transmitting antenna of $(\theta_r, \phi_r)$. The fraction of the transmitting power that reaches the terminal of the receiving antenna, $P_r$, can be computed with the well known Friis transmission equation [20] valid when $R > 2D^2/\lambda$, where $D$ is the the maximum dimension of antenna (axial length in our case) and $\lambda$ is the wavelength.

The Friis equation is:

$$G_a = \frac{P_r}{P_t} = \frac{\lambda^2 D_t(\theta_r, \phi_r) D_r(\theta_t, \phi_t)}{(4\pi R)^2} \cdot (1 - |\Gamma_1|)(1 - |\Gamma_2|)\hat{\rho}_t \cdot \hat{\rho}_r$$

where:

- $e_t$ and $e_r$ are the efficiencies of the transmitting and receiving antenna, respectively. These parameters mainly represent the signal losses in the silicon substrate. For reducing such contribution, high resistivity Silicon on Insulator (SoI) substrates (> 1 K\Omega cm) can be used [21] or a polyamide stratus (few micron thick) can be inserted under the antenna [16].
- $\lambda$ is the effective wavelength. For an IC substrate, it is estimated by using the material properties of the top IC layers (silicon dioxide $e_r = 3.9$) [22].
- $|\Gamma|$ refers to the portion of the transmitting/receiving power that returns to the transceiver due to impedance mismatch (ideally $|\Gamma| = 0$). This parameter is known as reflection coefficient.
- $\hat{\rho}_t \cdot \hat{\rho}_r$ takes into account the polarization status of the emitted EM wave (ideally, it is equal to one).

Eqn. (1) highlights the parameters which determine the gain $G_a$. However, in practical cases, $G_a$ computation is performed by means of Eqn. (2).

$$G_a = \frac{P_r}{P_t} = \frac{|S_{12}|}{(1 - |S_{11}|)(1 - |S_{22}|)}$$

where, $S_{11}$, $S_{12}$, and $S_{22}$ are the scattering parameters. Such parameters are computed by using field solver simulation tools [23] or by direct measures from realized prototypes.

B. Signal Strength Requirements

Using Eqn. (2) we can estimate the signal attenuation due to the wireless medium. Since the reliability of the ASK-OOK modulation is related to the energy per bit, $E_b$, spent to reach the receiver’s antenna, we can determine the power required by the transmitter for each value of attenuation $G_a$.

In particular, for the ASK-OOK modulation the bit error rate can be computed as:

$$BER = Q\left(\sqrt{\frac{E_b}{N_0}}\right)$$

where $N_0$ is the transceiver noise spectral density and the $Q$ function is the tail probability of the standard normal distribution. Since $E_b = P_t/R_b$, where $P_t$ is the power received at the terminal of the receiver antenna while $R_b$ is the data rate, we can compute the required transmitting power for a given data rate and BER requirement and for a given transceiver’s thermal noise as:

$$P_t = E_b \cdot R_b = [Q^{-1}(BER)]^2 2N_0 R_b$$

where $Q^{-1}$ is the inverse of the $Q$ function.
Thus, the minimum transmitting power to reach a certain receiver guaranteeing a maximum BER can be computed as:
\[ P_t(dBm) = P_t(dBm) - G_a(dB) \]  
(5)

where \( P_t(dBm) \) is given by Eqn. (4) while \( G_a(dB) \) is computed by using a field solver with the Friis formula when power is expressed in dBm.\(^1\)

IV. ADAPTIVE TRANSMITTING POWER TRANSCEIVER

This section presents a variable gain controller, used to drive the power amplifier in the RF transceiver, which adaptively determines the optimal transmitting power for the current communication. In addition, the section provides the basic steps to be performed for configuring the controller.

A. Variable Gain Controller

As discussed in the introduction and in the related work sections, traditional transceivers in WiNoCs use the same transmitting power regardless to the distance (location) of the destination node. In fact, the transmitting power is set for the worst case under a reliability (i.e., maximum BER) constraint. We propose of runtime tuning the transmitting power based on the physical location of the destination node of the current communication by ensuring a maximum BER.

Given a maximum admissible BER, the designer must choose the minimal transmitting power which allows the communication between the radio hubs. The selection of the transmitting power to be used for all the communications impacts the energy consumption of the power amplifier (PA). It also determine the attenuation level of the inter-channel interference when communications use different frequencies (FDM). Based on this, we augmented the transceiver with a novel capability, namely, adaptive transmitting power tuning. That is, instead of using the worst case transmitting power regardless to the destination, we propose of runtime tuning the transmitting power based on the required current communication. This is accomplished by the use of a PA in which the output power can be configured online as in [10]. It is already an established technique in the context of radio communications (e.g., mobile phones, wireless sensors network, etc.), but it requires sophisticated controller policies. Fortunately, in the context of on-chip wireless communication, thanks to the regularity of the 2D mesh topology, we can define a simple scheme for runtime tuning the transmitting power.

Fig. 2 shows the proposed transceiver in which the transmitting power is controlled by a specific block called variable gain amplifier (VGA) controller. The output of the VGA controller drives the power amplifier controllable circuitry. The VGA controller uses the destination address stored in the head flit of the packet for determining the optimal transmitting power level. The optimal transmitting power level for each destination is computed offline and stored into a lookup table in the VGA controller as it will be described in the next subsection.

B. Determining the Transmitting Power Map

Let us now provide the basic steps needed for determining the optimal transmitting power for each node pairs assuming a 2D mesh topology. Such transmitting power information are clustered with a certain granularity based on the number of power steps used by the PA and stored into a lookup table in the VGA controller. The basic steps are summarized as follows.

1) Compute the attenuation map. For each pair <transmitting antenna, receiving antenna>, extract the scattering parameters \( S_{11} \) and \( S_{22} \) and compute the gain by means of Eqn. (2). In case of the availability of a test-chip, the scattering parameters \( S_{11} \) and \( S_{22} \) can be directly measured by means of a network analyzer [24].

2) Compute the Power map. For each pair <transmitting antenna, receiving antenna>, based on the required transmission data rate and the maximum allowed BER, apply Eqn. (4) and then Eqn. (5) for computing the optimal transmitting power.

3) Configure the VGA controller. Upload the lookup table in each VGA controller with the information computed at the previous step. The lookup table has a number of entries equal to the number of destinations (i.e., receiving antennas). Each entry contains the power step code used to drive the PA. Of course, for a required transmitting power \( P_t \), the selected power step is such that the transmitting power \( P_t \) is greater-equal than \( P_t \).

In the following section we will assess the effectiveness of the proposed technique in communication energy consumption reduction.

V. EXPERIMENTS

In this section we present the results of experiments considering a mesh-based WiNoC on a 20mm \( \times \) 20mm silicon die. A zigzag antenna has been accurately modeled and characterized with Ansoft HFSS [25] (High Frequency Structural Simulator). HFSS is a leading commercial finite element method (FEM) field solver which simulates 3D structures and produces S-parameters and radiation patterns. We considered an high resistivity \( \rho = 5 \) K\( \Omega \)cm SOI with a substrate thickness of 350 \( \mu \)m and 30 \( \mu \)m for the oxide (SiO\(_2\)). The antennas are situated at an elevation of 2 \( \mu \)m from the substrate, compatibly with the guidelines reported in [26] for reducing the interference with others metal structures (26 demonstrates that the interference due to other metallic structures is negligible by following such rules). The zigzag antenna has a thickness of 2 \( \mu \)m and an axial length of 2 \( \times \) 340 \( \mu \)m for operating at around 60 GHz. The same setup has been used in [21].

From HFSS simulation we obtain the scattering parameters \( S_{11} \) and \( S_{12} \) used for computing the Friis formula and then for calculating the attenuation introduced by the wireless medium. In particular, \( S_{11} \) is also used for determining the antenna bandwidth as discussed in the following subsection.

\(^1\)The absolute power, \( P \), can be expressed in dBm by \( P_{dBm} = 10 \cdot \log(P \cdot 10^3) \)
A. Bandwidth and Radiation Pattern

Fig. 3 shows the $S_{11}$ parameter which quantifies the portion of transmitting power that comes back to the power amplifier due to impedance mismatch (50 Ω). Based on a thumb rule [20], we can assume that the antenna matches with the transceiver when, at the operating frequency, the $S_{11}$ is less than -10 dB. We used $S_{11}$ for defining the antenna bandwidth because out of the range of frequencies for which $S_{11} < -10$ dB, the antenna not only does not work properly as transducer but it could affect the physical integrity of the final stage of the PA.

Thus, looking at Fig. 3, a bandwidth of about 16 GHz is enough for providing a data rate upper bound of 16 Gbps with ASK-OOK modulation. Let us indicate with $B_W$ such bandwidth, the antenna relative bandwidth is:

$$B_r = \frac{B_W}{f_c} = \frac{16}{59} = 0.27$$

where $f_c$ is the resonance frequency. Such information is useful for determining at which resonance frequency we should design the antenna for obtaining data rates higher than 16 Gbps, or if we are interested in having more bandwidth for a frequency division multiplexing (FDM). For instance, for 4 channels with a data rate of 16 Gbps, we can design an antenna with a resonance frequency of at least:

$$f_c = \frac{B_W}{B_r} = \frac{4 \times 16}{0.27} = 237 \text{ GHz}$$

which is obtainable by properly scaling the dimensions of the antenna (mainly the axial length).

Another important result from simulation is the normalized radiation pattern shown in Fig. 4. The radiation pattern is a polar representation of the directivity represented by the term $D$ in Eqn. (1). As it can be observed, the best performance is obtained when the antenna transmits or receives in the direction of its main axis. With this information we can have an idea of the attenuation in a particular direction Eqn. (1) as it will be shown in the experimental section.

B. Attenuation Maps

Let us consider a mesh based WiNoC formed by a set of $T$ tiles and a radio hub for each tile. Let us now analyze the attenuation of the signal transmitted by an antenna in a tile $t \in T$ as viewed by the remaining antennas located at tiles $T \setminus \{t\}$. In the experiments we considered $|T| = 16$ in which the distance between two antennas in the same axis is 2.5 mm.

Fig. 5 shows the attenuation $G_a$ for a transmitting antenna located on tile $t_0$, $t_1$, $t_4$, and $t_5$. The other attenuation maps (i.e., the attenuations when the transmitting antenna is located in other tiles) can be found by symmetry. In fact, the antenna exhibits very different behavior when it is placed in different locations within the die [22]. Thus, the measures should be performed by considering all the possible positions for the transmitting and receiving antenna. Fortunately, due to the symmetrical structure of mesh-based topologies, only four measurements are needed in our case. For instance, the attenuation observed by a receiving antenna at tile $t_{13}$ when the transmitting antenna is on tile $t_{12}$, $G_a(t_{12}, t_{13})$, is the same observed by the receiving antenna located on tile $t_1$ when the transmitting antenna is on tile $t_0$, $G_a(t_0, t_1)$. Similarly, we have $G_a(t_{13}, t_{14}) = G_a(t_0, t_1)$, $G_a(t_0, t_2) = G_a(t_0, t_1)$, and so on. In addition, $G_a(t_0, t_5) = G_a(t_0, t_5)$ for each $t_0, t_5 \in T$.

As can be observed from Fig. 5, the attenuation introduced by the wireless medium does not depend only on the relative distance between the radio hubs but it depends also on their relative orientation. For instance, $G_a(t_0, t_3) < G_a(t_0, t_4)$ although the distance between $t_0$ and $t_3$ is three times higher than the distance between $t_0$ and $t_4$. This can be explained observing the radiation pattern in Fig. 4 in which the performance of the antenna increases as it transmits to or receives from its main axis direction.

C. Energy Saving

Let us now compute the maximum and minimum transmitting power for guaranteeing a certain reliability level. For the sake of example, let us consider a maximum BER of $3 \times 10^{-14}$
and a data rate of 16 Gbps. From Eqn. (4) we have that the power received by the receiving antenna must be -54 dBm. From the attenuation maps shown in Fig. 5, the maximum attenuation is -53 dBm. Thus, the transmitting power (which is maximum as this is the worst case) is computed by Eqn. (5) as $P_t,\text{max} = -54 - (-53) = -1$ dBm, that in linear scale is $P_t,\text{max} = 794$ $\mu$W. Similarly we can compute the minimal transmitting power. The minimum attenuation is -33 dBm, thus $P_t,\text{min} = -54 - (-33) = -21$ dBm, that in linear scale is $P_t,\text{min} = 8$ $\mu$W.

Now, let us consider the transceiver proposed in [10], also used in [8], which has 7 adjustable output power steps. We described the VGA controller in RTL using Synopsys Design Compiler and applied the proposed scheme to two specific architectures, namely, McWiNoC [11] and iWise [8]. For the transceiver we estimate a power consumption of 7 mW to 23 mW for the minimum and maximum transmitting power, respectively. They corresponding to an energy per bit ranging from 0.42 pJ/bit to 1.4 pJ/bit.

The power figures for the VGA controller with a control output of 3 bits (7 power steps), have been estimated with Synopsys Power Compiler for different packet sizes. In fact, as packet size increases, the toggle rate of the VGA controller decreases as it is active only for the head flit of the packet. Fig. 6 shows the average power dissipation of the VGA controller for different packet size considering a 28 nm CMOS standard cell library from TSMC operating at 1 GHz. As it can be observed, for a 10-flit packet, the average power dissipation of the VGA controller is as low as 21 $\mu$W which is negligible as compared to the power dissipated by the other elements of the transceiver and the router, both in the order of milliwatt. With regard to the overhead in terms of silicon area and timing, the area of the VGA controller is 80 $\mu$m$^2$ (about four order of magnitude less than a traditional transceiver) and its delay is about 8 FO4.

Power data have been used for back-annotating a cycle accurate NoC simulator based on Noxim [27] and augmented with wireless communication. The following NoC architectures have been compared in terms of energy.

1) Wire-line: $8 \times 8$ concentrated mesh, with clusters of 4 cores.
2) McWiNoC: The architecture described in [11] for a $8 \times 8$ mesh with 4 cores associated with each radio hub. This kind of architecture uses TDM multiplexing for the wireless medium. The entire 16 Gbps of bandwidth can be allocated for each communications due to the particular structure of the architecture.
3) Proposed McWiNoC: Like McWiNoC but augmented with the proposed VGA controller.
4) iWise64: The architecture described in [8] in which there are 4 channels with 4 Gbps of bandwidth.
5) Proposed iWise64: Like iWise64 but augmented with the proposed VGA controller.

Fig. 7(a) shows the normalized energy (assuming the wireline NoC as baseline) of the different architectures under uniform traffic. As can be observed, up to 48% and 50% of energy saving is obtained by using the proposed VGA controller in iWise64 and McWiNoC, respectively. As compared to the baseline wire-line NoC, up to 61% and 65% of energy saving is obtained.

Finally, as a real case study, we consider a complex heterogeneous system shown in Fig. 8. The system is composed by a generic MultiMedia System which includes a H.263 video encoder, a H.263 video decoder, a MP3 audio encoder and
a MP3 audio decoder [28], a MIMO-OFDM receiver [29], a Picture-In-Picture application (PiP) [30] and a Multi-Window Display application (MWD) [31]. The normalized energy savings are shown in Fig. 7(b). Once again, the application of the proposed technique results in interesting energy saving up to 60% and 43% when applied to McWiNoC and iWise64, respectively.

VI. CONCLUSIONS

Emerging communication technologies like wireless NoC (WiNoC) are considered as a viable solution for facing the scalability and the energy consumption issues in many-core system architectures. Unfortunately, the transceiver of the radio hub in a WiNoC accounts for a significant fraction of the overall communication energy budget. In this paper we have presented a reliability aware runtime tunable transmitting power technique for improving the energy efficiency of the transceiver in wireless NoC architectures. We have applied the proposed technique to two known WiNoC architectures, namely, iWise64 [8] and McWiNoC [11] observing an energy reduction up to 43% and 60%, respectively. The hardware overhead, in terms of silicon area, due to implement the proposed technique is negligible as compared to the area of the transceiver (about four order of magnitude less than the transceiver).

We believe that the introduction of the proposed technique opens interesting scenarios in several directions. For instance, application mapping strategies might take into account the specific radiation patterns of the antenna or design space exploration techniques might consider the orientation of the antennas as an additional degree of freedom for application specific optimization purposes.
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