A Multiple Fault Injection Methodology based on Cone Partitioning towards RTL Modeling of Laser Attacks
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Abstract—Laser attacks, especially on circuits manufactured with recent deep submicron semiconductor technologies, pose a threat to secure integrated circuits due to the multiplicity of errors induced by a single attack. An efficient way to neutralize such effects is the design of appropriate countermeasures, according to the circuit implementation and characteristics. Therefore tools which allow the early evaluation of security implementations are necessary. Our efforts involve the development of an RTL fault injection approach more representative of laser attacks than random multi-bit fault injections and the utilization and evolution of state of the art emulation techniques to reduce the duration of the fault injection campaigns. This will ultimately lead to the design and validation of new countermeasures against laser attacks, on ASICs implementing cryptographic algorithms.
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I. INTRODUCTION

Hardware errors pose a threat to cryptographic circuit implementations, as described by [1]. Lasers provide a very effective means to perform fault injection attacks on Integrated Circuits, mainly because of their high precision locality, accurate timing and high occurrence probability [2]. Therefore, proper countermeasures have to be employed to secure cryptographic circuits from such attacks, by not allowing the exposure of critical information to the attacker. These countermeasures, and then the fault injection analysis of the circuit, must take into account the context of an attack. This includes the capabilities of an attacker with a given laser equipment, as well as the added overhead, both temporally and spatially [3].

A laser specific fault injection model at the Register Transfer Level (RTL) level of abstraction can enhance the design flow with the capability to perform early fault injection campaigns, and to avoid costly feedback runs. The design and integration of efficient countermeasures in a cryptographic circuit against an attack highly depends on the methods available for early validation in the design stage. Register Transfer Level analysis tools can provide the means to efficiently expose vulnerabilities of security oriented circuit designs, and at the same time assist the implementation of both defensive and preventive mechanisms.

Since the early days of integrated circuit manufacturing, several fault models have been used to describe faults, originating either from fabrication issues or from upsets caused by the interaction of high energy particles with an integrated circuit [4]. For particle fault analysis, classical approaches include both the utilization of the stuck-at and Single or Multiple Bit-Flipping models. An inherent disadvantage single bit-flip and stuck-at models possess, is that they were defined to describe single faults occurring in older technologies. In these technology nodes, the size of the transistors in combination with high energy particles, as a disturbance source, allowed these fault models to describe accurately these types of interactions.

The previously mentioned models, if defined with the capability of being transient, can be used to model the effects of a laser on an integrated circuit [5]. In the case of faults caused by a laser and especially in the security context, the fault analysis should deal efficiently with the added complexity imposed by the laser characteristics and with the purpose of fault injection, which is the intention to extract hidden information.

The complexity rises from the fact that a laser attack, especially in recent manufacturing technologies, provides to the attacker the flexibility of an excellent controllability over location and timing. Even a minimum spot size of the order of 1μm would affect several elements. Single bit flipping in registers does not describe the phenomenon accurately and multiple bit flipping fault models have to be used [6]. Additionally, the use of laser technologies that produce pulses with low jitter and high repetition rate influences the time domain aspects of an attack.

As far as we know, in the literature there exists no comprehensive RTL Laser Fault Model. In multiple different approaches generic fault injection platforms are used, as in [15], [7], with the capability to introduce multiple faults, either by simulation or emulation, but without any correlation with the capabilities of a laser. Fault modeling at RT Level has the benefits of occurring early in the design flow and of accelerating the analysis with respect to gate level models. Besides these advantages, it has the disadvantage that optimizations and technology mapping taking place in later steps of the synthesis flow, as well as placement, are unknown at this level of abstraction. Therefore, the registers and the important nodes of a design, for which we know in advance that they will not be affected by the synthesis flow, play a crucial role in the analysis. In this way, the transient multi bit stuck-at and bit-flip fault models can be used as the basic elements to imple-
ment a model of the effects of a laser in both the combination-
al and sequential parts of a circuit [7]. On the other hand, the
complexity of such a fault injection campaign under exhaustive
analyses can create an enormous fault space. The fault
space derived by such an approach may lead to impractical
computational durations, which make the simplification of the
models a necessary step, in order for simulation or emulation
to be completed within reasonable time. Furthermore, a large
percentage of these faults will not correspond to possible fault
attacks.

The main goal of this work is to define a methodology for
multiple fault injection, which would reduce the fault space of
laser fault injection campaigns. This can be accomplished by
using the locality characteristic of laser fault, and through a
partitioning of the RTL description of the circuit. Thus, our
efforts involve the development of an RTL fault injection
approach more representative of laser attacks than random
multi bits fault injection.

The next sections of this article are organized as follows. In
Section II, an RTL cone partitioning methodology is presented
in order to assist the implementation of a laser fault model,
based on multiple bit flipping of the registers of a design. In
Section III, we describe the implemented algorithms by apply-
ing them to a simple example, as well as to a sub-circuit of an
implementation of the Advanced Encryption Standard. Section
IV includes the conclusions of the article and describes future
steps of our work in progress.

II. CONE PARTITIONING FOR FAULT INJECTION

Faults that occur in a circuit impacted by a localized radia-
tion source (either high energy particles or a laser) can be
categorized in two groups. The first group contains faults
directly injected into one or more flip-flops, when the radiation
deposits enough energy to flip their contents; the second group
includes faults which occur in the combinational part of the
circuit. The latter will either be functionally propagated and
finally stored to the registers that are connected to the fanout
network of the affected elements, or they will not affect the
operation of the circuit. This can be formalized by stating that
the targeted combinational element belongs to the input logic
cone of the affected flip flop.

This fact can enable us to model both types of faults with
multiple bit flipping in the registers of an RTL design, in a
deterministic way. Therefore by injecting bit flips in one or
more specific flip-flops, the evaluation can cover all the faults
that affect any combination of cells belonging to the corre-
ponding cones. As an alternative to exhaustive or statistical
fault injection, this approach relies heavily on efficiently se-
lecting the flip-flops for the fault injection campaign.

Another advantage that our approach offers is the capabili-
ty to model the spatial characteristics of the attack in relation
to the controllability over the location of fault injection. This
property of the model will aid to define a measure of how
successful an attack can be in terms of the controllability over
space. As an example, defocusing the spot to illuminate a
large area of the circuit would include in the analysis all the
registers of the design in this region. By doing so, the attacker
would influence a greater number of registers and RTL ele-
ments, but would also loose the capability to inject a specific
type of fault.

In this article we present a logic cone partitioning metho-
dology, as a strategy towards the development of an accurate
laser fault model, and a time-efficient fault injection platform.
Logic cone partitioning at gate level has been used in the past
in order to perform automated fault diagnosis and locate the
origin of one or multiple faults, given some faulty outputs
[12], [13]. In [14] the authors use gate level logic cone parti-
tioning as part of a Failure Mode and Effects Analysis metho-
dology.

We define a logic cone as the set of all the nets, combina-
tional instances, and primary inputs that reside in the transitive
fan-in, of the input net of a flip flop [8]. Fig. 1 illustrates that
the extraction of the logic cones of a design can enable us to
determine the effect of fault injection over a particular section
of the RTL design. This holds under the assumption that a
functional relation continues to exist between the elements or
operators, contained in each cone, even after placement and
routing of the design. With this assumption in mind (which
will be thoroughly investigated, as described in the last section
or this article), we can identify and mark for bit-flipping anal-
ysis just the flip-flops that are influenced by an attack. On the
contrary, flip-flops that reside outside the affected area do not
need to be injected with faults, unless their logic cones contain
elements which also exist in the cones which are considered
affected by the laser.

In our analysis, we consider cones that are bounded by a
starting net (father) and expand backwards, from the outputs
towards the inputs, up to either flip-flops or primary inputs of
the circuit. In Fig. 1 we can see a simplified partitioning of an
abstract circuit in logic cones, as well as the flip-flops that
exist in the outputs of cones A, B, and C. The idea behind our
reasoning is that if a fault is injected into one or more ele-
ments that belong in Logic cone A, then we can assume that
the result of that fault will potentially be stored into either flip
flop A or flip flop B, or both, but it will not be stored into flip
flop C, as cone C does not intersect with cone A. If the af-
fected elements are located strictly into cone A, and not into
the intersection of cones A and B, then the fault may potential-
ly be stored only into flip flop A.

![Figure 1. Logic cone partitioning](Image 325x123 to 418x230)
Assuming only one or more elements in cone A are affected, then the fault will be potentially recorded into flip flop A and/or B but multiple faults affecting simultaneously flip-flops A, B, and C or flip-flops A and C are not relevant since cones A, B and C do not have a common intersection. By combining the locality of a laser attack with the partitioning, we will be able to derive which flip flops will be potentially affected by a given attack. Then, the multiple fault injection can be limited to this set of flip flops that will be smaller with respect to the set of all the flip flops of the circuit involved in a random fault injection approach. After the fault injection, the circuit will be either simulated or emulated in order to monitor the error propagations in the rest of the circuit. In case faults are to be injected in flip-flops A,B and C, then this set of flip flops will form the fan-out boundary of the fault injection campaign for this specific attack (as we can see by the dashed line in Fig. 1). Therefore the propagation of such faults to flip flops D, E, and F, through their fan-in cones, will be revealed when simulating or emulating the fault injected circuit. The procedure of flipping the contents of flip flops as well as analyzing the effects of such an event is very efficiently emulated by making use of modern FPGAs and reconfiguration techniques.

III. PARTITIONING AND INTERSECTION FUNCTIONS

In order to perform the partitioning, a VHDL and Verilog front-end, provided by Verific Design Automation Inc., was used [11]. An abstract VHDL or Verilog design is first analyzed, followed by RTL elaboration. The result of this processing is a netlist database containing basic combinational, sequential, and operator primitives. The C++ API of the front-end is then used to implement the analysis algorithms, and the design is flattened to Verific primitives. Using the clocked signals of the design as an input, all the flip flops are extracted and stored for further processing. In order to extract the logic cones, we implemented a function, which takes as an argument one flip flop of the circuit: its input net is then used as the starting point to perform a depth first search [9] on the directed graph of the netlist, with the aid of the API routines. This function is recursive in nature and it explores each branch, until it encounters a primary input or a flip flop, before backtracking. Visited nodes are memorized in order to traverse each loop of the circuit only once. Explored nets and combinational instances are stored in memory, having as a reference the flip flop of the cone from which the extraction function started. This procedure is then repeated for all the flip flops of the design; at the end, we have at our disposal all the cones, which are equal in number to the flip flops of the design.

After the cone extraction, the sets containing the nets and instances of the cones are processed by means of an intersection function. Each cone is considered as the basic block of the analysis and the output of this function is the intersection of one cone with all the remaining ones. Although so far in our analysis the minimum affected part is one single cone of the design, depending on the spatial characteristics of the attack, we need to consider also the internal structure of each cone as injected with faults, as will be demonstrated in the example that follows.

In order to explain our methodology, first a simple example is given to illustrate the partitioning and optimization of the fault space as well as the ability to keep the localization of the injected fault. Afterwards, an AES sub-circuit is analyzed by the implemented algorithms. Let us consider the example circuit depicted in Fig. 2: by applying the partitioning and intersection algorithms, we obtain the results summarized in Table I. Instance i3 is located in the intersection of cones one and two, as a result of the fact that this instance has a fan-out larger than one. This case shows the advantages and goals of the method, since by performing bit-flipping on flip flops one and two we can simulate or emulate the effect of fault injection on any of the instances which are contained in the first logic cone and thus reduce the complexity of the fault injection campaign. The same reasoning applies also for the remaining cones, two and three. Concerning the fourth one, we notice that it does not intersect with any other; therefore, in order to analyze its behavior, we just need to perform the bit flipping analysis on the flip flop located at its output.

The second circuit chosen to be analyzed by the implemented algorithms is the encryption data path of a parity protected AES implementation [10]. This component is a complex and important part of an AES implementation since it holds the data block of an encryption or decryption operation and performs all the AES transformations, as well as their inverse; on the other hand, the control logic and the key scheduling are not included. The complexity of the data unit and the large number of flip flops it contains, make it suitable to illustrate the partitioning methodology. On the other hand, the results may be biased by the intrinsic parallelism that exists in the AES round computation, where many operations work on very narrow cones specific to each operation and data: key addition, for example, works on single bits; SubBytes operates on all the bytes of the state independently of each other. At first, the 512 flip flops of the design were extracted from the RTL netlist. For each flip flop, the cone was extracted and the intersection function was used to determine the dependency to all the remaining cones.

<table>
<thead>
<tr>
<th>Cone 1</th>
<th>Cone 2</th>
<th>Cone 3</th>
<th>Cone 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>i1</td>
<td>i2</td>
<td>i3</td>
<td>i4</td>
</tr>
<tr>
<td>i5</td>
<td>i6</td>
<td>i7</td>
<td>i8</td>
</tr>
<tr>
<td>i9</td>
<td>i10</td>
<td>i11</td>
<td>i12</td>
</tr>
</tbody>
</table>

Figure 2. Example of partitioning a simple design
TABLE I. RESULTS OF PARTITIONING AND INTERSECTION ALGORITHMS FOR THE EXAMPLE IN FIG. 2

<table>
<thead>
<tr>
<th>Logic Cone</th>
<th>Instances</th>
<th>Intersecting Cones</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>i1, i2, i3</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>i4, i3, i5</td>
<td>1, 3</td>
</tr>
<tr>
<td>3</td>
<td>i6, i5, i7</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>i8, i9</td>
<td>-</td>
</tr>
</tbody>
</table>

In Fig. 3, we summarize the results of our analysis. The horizontal axis contains all the flip flops of the design, while the vertical axis contains the percentage of the remaining cones that each cone intersects with. It is noticeable that this percentage is below 12.2% for all the flip flops of the design, while more than half of them are below 5%. These results emphasize that for a moderately complex design such as the considered AES, the cone overlap is not large. Since this overlap will have a large contribution to the determination of the fault multiplicity for a localized fault attack, it forms a measure of the reduction of the fault space in relation to the exhaustive random bit flipping approach. Furthermore it is expected that when only a subset of a cone is affected, the overlap of this portion of the cone with the remaining cones will lead to even smaller multiplicities.

IV. CONCLUSION AND FUTURE WORK

A logic cone partitioning algorithm, based on depth first search on the RTL elaborated graph, has been implemented, tested, and then used to analyze the encryption data path of an AES implementation. An intersection function was used in order to determine which flip flops are influenced in case that one cone is affected by a laser source and impacted by faults. The results show that we have a reduction on the fault space when compared to exhaustive fault injection campaigns, i.e. performing random multi bit flipping of all the flip flops of a given design. This work is a part of the ANR project “LIESSE” where other partners work at lower levels, including the experimental testing and characterization of basic circuit blocks as well as the implementation of TCAD models. Comparison of the results between different levels of abstraction will be used to validate the results obtained with our RTL tools. Next steps of our work will focus on the development of a Laser specific RTL fault model and of an emulation/simulation platform to apply the model to state-of-the-art cryptographic implementations. Afterwards, the implemented platform will be used to strengthen the security of cryptographic circuits by the development of efficient countermeasures.
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