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Abstract—While synchronous system models have many advantages over asynchronous models concerning verification and validation, many implementation platforms do not provide efficient means for synchronization. For this reason, we consider a design flow that starts with a synchronous system model that is then transformed into an asynchronous one for synthesis. In essence, it partitions the synchronous system into a set of asynchronous components that communicate with each other via FIFO buffers. Of course, the synthesized system still has to behave as the original synchronous model, i.e., for each variable exactly the same flow of data values must be observed and only the membership to synchronous reaction steps is no longer explicitly given. In this paper, we prove that this correctness guarantee is given provided that (1) each component knows which of the input values have to be used for the next reaction (endochrony), (2) each component is able to perform the reaction (constructiveness), and (3) components agree on the clocks of their shared variables (isochrony/clock-consistency).

I. INTRODUCTION

A. Motivation

Synchronous models offer many advantages to a model-based design like simplified use of formal methods for verification and analysis, deterministic concurrency for replaying once observed simulations, simplified worst-case execution time analysis, and synthesis methods for hardware/software co-design. However, implementing synchrony is often not efficient for large systems: In circuit design, clock propagation became more and more difficult since the clock tree requires a large part of the chip size and of the power consumption. In embedded systems design, the advent of multicore processors is driving the use of multithreaded systems whose communication is typically done via shared memory where synchronization is again expensive.

To benefit from both synchronous models and asynchronous implementations, we develop a design flow that starts with a synchronous model that, after simulation and verification, is partitioned into asynchronous components. However, not every partition is a legal one in the sense that the behavior of the synchronous system will be preserved. We prove in this paper, that this correctness guarantee is given provided that (1) each component knows which of the input values have to be used for the next reaction (endochrony), (2) each component is able to perform the reaction (constructiveness), and (3) components agree on the clocks of their shared variables (isochrony/clock-consistency).

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Q</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>γ</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 1: Gus-tave Function

There are three important properties that have to be satisfied for the behavior of a synchronous system to be preserved when it is transformed into an asynchronous one:

1. Isochrony: This means that the component can derive a local clock on its own.
2. Constructiveness: This means that the component can perform the reaction without knowing the values at the input ports.
3. Agreement on clocks: This means that the components agree on the clocks of their shared variables.

Both components $P$ and $Q$ are endochronous and constructive, but still their desynchronization is not correct: Figure 2 shows two synchronous behaviors for two input streams of $x$.

Both components $P$ and $Q$ are endochronous and constructive, but still their desynchronization is not correct: Figure 2 shows two synchronous behaviors for two input streams of $x$.

As can be seen, the same values are sent through the shared variables $v_1$ and $v_2$, but these refer to different points of time of the synchronous model, and this leads to different values in the output stream $y$. If the two components were desynchronized,

$P$ always reacts if a value arrives at $x$, and $Q$ needs one value at each of its input ports $v_1$ and $v_2$ whose arrivals will trigger a reaction.

$P$ always reacts if a value arrives at $x$, and $Q$ needs one value at each of its input ports $v_1$ and $v_2$ whose arrivals will trigger a reaction.
i.e., we only communicate the values except for the ‘value’ \[\Box\], there is no chance for component \(Q\) to distinguish between the two cases.

For this reason, isochrony is a third requirement to guarantee correct desynchronization. Intuitively, the original definition of isochrony [4] means that two components agree on the clocks of their shared variables. However, its formal definitions were stated differently (based on comparing flows) in the literature, see e.g. [5], [6]. To distinguish between the two versions, we call the original version of isochrony clock-consistency, and prove the result of [5], [6] with clock-consistency instead of isochrony.

**B. Related Work**

We share the same spirit with the desynchronization methods in circuit design as [7], [8] in the sense that we also start from a synchronous specification of the system. However, we consider a much higher abstraction level and have a general view on embedded system design like [9]. Our approach is therefore closely related to the work on the polychronous design [10] of embedded systems where [4] the concepts of endo/iscochrony have been originally proposed. The definition of isochrony given in [4] is similar to what we call clock-consistency (we use that notion to avoid confusion with other definitions of isochrony like [5], [6] that we also use). However, at least in our setting, the older version of endo/iscochrony does not guarantee a correct desynchronization. This can be shown by the following example:

\[
\begin{align*}
\text{Adders:} & \quad \text{behavior}_1 : & \text{behavior}_2 : \\
(1 \Rightarrow y_1 = x_1 + x_2) & \quad x_1 & \quad x_2 \\
(1 \Rightarrow y_2 = x_1 + x_3) & \quad x_2 & \quad x_3 \\
& \quad x_3 & \quad y_1 \\
& \quad y_1 & \quad y_2 \\
& \quad y_2 & \quad y_2
\end{align*}
\]

In this system, two synchronous adders are composed, where one has inputs \(x_1\) and \(x_2\), and the other one has inputs \(x_1\) and \(x_3\), thus the only shared variable is the input \(x_1\). Adders are not clock-consistent, as shown by behavior2, where in the first reaction, \(x_1\) is absent. This makes both adders remain silent, and the inputs on \(x_2, x_3\) are lost. However, by the original definition of [4], it is ‘isochronous’, and it is trivial that both adders are endochronous. Therefore, it should allow a correct desynchronization (by Theorem 2 of [4]). However, it is not the case here, since once the boxes are removed, only behavior1 can be reconstructed. In later papers [5], [6], the definition of isochrony has been changed to demand the preservation of the flows of the synchronous system. Thus, it moved towards the definition of correct desynchronization, but away from the original intuitive idea of having the *same clock*. Moreover, since based on streams/flows, it is now undecidable. Instead, our result makes use of the original intuition of isochrony, and proves the theorem that was intended in [4], i.e., we prove that given the assumption of endochrony and constructiveness, clock-consistency implies the new definition of isochrony.

**C. Outline**

In this paper, we prove a theorem stating that the desynchronization of a synchronous composition of components is correct provided that each component is endochronous, constructive, and that the variables are clock-consistent. We use the notion of clock-consistency as a replacement of isochrony as defined in [5], [6], and therefore come back to its original meaning as intended in [4]. The great advantage over the definition of isochrony given in [5], [6] is that checking clock-consistency is decidable, and can be done by model-checkers using state-based reasoning instead of considering streams or flows of data values.

**II. FOUNDATIONS**

**A. Synchronous System**

The starting point of our design flow is a synchronous system. A synchronous system \((\mathcal{V}, \mathcal{P})\) is defined over a set of variables \(\mathcal{V} = \mathcal{V}_{in} \cup \mathcal{V}_{loc} \cup \mathcal{V}_{out}\) (input, local and output variables) where each variable \(v\) is a pair \((\text{clk}(v), \text{val}(v))\) consisting of its clock \(\text{clk}(v)\) and its value \(\text{val}(v)\). The domain of clocks is \(\mathbb{B} = \{\text{true}, \text{false}\}\) and the domain of other values is \(\mathcal{D}\). If the context is clear, we may also simply write \(v\) instead of \((\text{clk}(v), \text{val}(v))\). \(\mathcal{P}\) is a set of synchronous guarded actions (GA for short) over \(\mathcal{V}\). Each GA \(\rho\) has the form \((\gamma \Rightarrow \alpha)\) where the guard \(\gamma\) is a boolean formula, and \(\alpha\) is an immediate or delayed assignment. For a GA \(\rho = (\gamma \Rightarrow \alpha)\), we also denote its guard \(\gamma\) by \(\text{grd} (\rho)\) and its action \(\alpha\) by \(\text{act} (\rho)\). We denote the set of variables that are read and written by \(\rho\) as \(\text{rd} (\rho)\) and \(\text{wr} (\rho)\), respectively.

The execution of \(\mathcal{P}\) follows the synchronous semantics, i.e., the computation of \(\mathcal{P}\) consists of a sequence of discrete reaction steps where in each reaction every \(\text{act}(\rho)\) is executed if \(\text{grd}(\rho)\) is true. A reaction \(r\) is thereby a function: \(\mathcal{V} \rightarrow (\mathbb{B} \times \mathcal{D})\) that maps variables to values, and we write \([e]_r\), for the evaluation of an expression \(e\) with respect to \(r\). A GA \(\rho\) is enabled if \([\text{grd}(\rho)]_r = \text{true}\) holds. For an input variable \(x\), \(r(x)\) depends on the environment, while for local and output variables \(x\), we must have \(r(x) = (\text{true}, [e]_r)\) for every enabled GA \(\rho = (\gamma \Rightarrow x = e)\), and we must have \(r'(x) = (\text{true}, [e]_r)\) for every enabled GA \(\rho = (\gamma \Rightarrow \text{next}(x) = e)\) where \(r'\) is the next reaction. Note that an action only assigns values to \(\text{val}(x)\) and implicitly sets thereby \(\text{clk}(x)\). If no action assigns a value to \(x\), \([\text{clk}(x)]_r = \text{false}\) and \(x\) is absent which means it has no value in that reaction.

An execution of a synchronous system is formally defined by a stream \(t = r_1, r_2, \ldots\) that is an infinite sequence of reactions of \(\mathcal{P}\). We denote \(r_i\) by \(t(i)\), and the set of streams of \(\mathcal{P}\) by \(\mathcal{T}(\mathcal{P})\). The projection \(r|_{\mathcal{V'}}\) of reaction \(r\) on \(\mathcal{V}' \subseteq \mathcal{V}\) is \(r|_{\mathcal{V'}} : \mathcal{V'} \rightarrow \mathbb{B} \times \mathcal{D}\) where for all \(x \in \mathcal{V}'\), \(r(x) = r'(x)\). \(r|_{\mathcal{V'}}\) is simply denoted by \(r\). Projection of a reaction can be extended to streams in the obvious way. A stuttering reaction \(r\) is a reaction such that for all \(v \in \mathcal{V}, [\text{clk}(v)]_r = \text{false}\). Let \(\text{Cl}(\iota)\) be the stream where all stuttering reactions of \(\iota\) are removed. \(t_1, t_2\) are *stretch-equivalent* if \(\text{Cl}(t_1) = \text{Cl}(t_2)\), denoted as \(t_1 =_{st} t_2\). The leftmost column of Figure 3 shows three synchronous systems that consist of single GAs \(\rho_1, \rho_2\) and \(\rho_3\). The middle column shows example executions for each of them where \(\Box\) denotes that the variable is currently absent. Since both \(\rho_1\)
and \( \rho_2 \) have delayed actions, their outputs’ clocks are set at the successive reactions of the reactions reading their inputs, which is not the case for \( \rho_3 \). Another possible execution for \( \rho_3 \) might be \( t_4 \) shown below that is stretch-equivalent to \( t_3 \):

\[
\begin{array}{c|c|c|c}
\hline
\rho_1 : & V_{in} = \{x_1\}, V_{out} = \{x_2\} & \rho_2 : & V_{in} = \{x_2\}, V_{out} = \{x_1\} \\
\hline
\text{clk}(x_1) & \Rightarrow \text{next}(x_2) = x_1 + 1 & \text{clk}(x_2) & \Rightarrow \text{next}(x_3) = x_2 + 1 \\
\hline
\rho_3 : & V_{in} = \{x_3\}, V_{out} = \{x_1\} & \text{clk}(x_3) & \Rightarrow x_1 = x_3 - 2 \\
\hline
\end{array}
\]

The synchronous composition of \( \langle V_1, \rho_1 \rangle \) and \( \langle V_2, \rho_2 \rangle \), denoted as \( \rho_1 || \rho_2 \), is the synchronous system \( \langle V_1 \cup V_2, \rho_1 \cup \rho_2 \rangle \). Two streams \( t_1 \) and \( t_2 \) of \( \rho_1 || \rho_2 \) can be synchronously composed if \( t_1|_{V_1 \cap V_2} = t_2|_{V_1 \cap V_2} \), and the composition is denoted as \( t_1 || t_2 \). The right column of Figure 3 shows three streams \( t_{1,2}, t_{2,3} \) and \( t_{1,3} \) of \( \rho_1 || \rho_2, \rho_2 || \rho_3 \) and \( \rho_1 || \rho_4 \), respectively.

### III. THE SYNCHRONOUS DESIGN FLOW

Our design flow starts with partitioning a synchronous system \( \mathcal{P} \) into a set of synchronous systems \( \{\mathcal{P}_1, \ldots, \mathcal{P}_n\} \), so that \( \mathcal{P} = \mathcal{P}_1 || \mathcal{P}_2 || \ldots || \mathcal{P}_n \). We call \( \mathcal{P}_1, \ldots, \mathcal{P}_n \) the synchronous components. In this paper, we only concentrate on the correct desynchronization of the asynchronous composition of \( \mathcal{P}_1, \ldots, \mathcal{P}_n \), while the problem of how to determine an efficient partition is not within our scope right now.

Our design flow obeys the criteria for correct desynchronization given in [4], and we briefly review the formal concepts here. To this end we introduce the desynchronized streams, or flows. Assume \( \mathcal{T} \) is a stream. Let \( k_1, k_2, \ldots \) be the instances where each \( \|\text{clk}(x)\|_{t=k_i} = \text{true} \), and let \( s_{|X} : X \rightarrow \mathcal{D} \) denote the flow of \( x \) where each \( s_{|X}(i) = \|\text{val}(x)\|_{t=k_i} \). The flow of \( t \) is then \( s : \mathcal{V} \rightarrow \mathcal{N} \rightarrow \mathcal{D} \) where \( s(x) = s_{|X} \) for each \( x \in \mathcal{V} \), denoted as \( F(t) \). Projection \( s{\upharpoonright}_{\mathcal{V}'} \) is thus \( \mathcal{V}' \rightarrow \mathcal{N} \rightarrow \mathcal{D} \), \( F \) can be naturally extended to \( \mathcal{T}(\mathcal{P}) \). Two synchronous streams \( t_1 \) and \( t_2 \) are flow-equivalent if \( F(t_1) = F(t_2) \), denoted by \( t_1 =_{\mathcal{F}} t_2 \). The asynchronous composition of flows \( s_1, s_2 \) is denoted by \( s = s_1 \circ s_2 \) if \( s|_{\mathcal{V}_1 \cap \mathcal{V}_2} = s_2|_{\mathcal{V}_1 \cap \mathcal{V}_2} \), where \( \mathcal{V}_i \in \{1, 2\}, \forall V \in \mathcal{V}_i, s(V) = s_i(V) \), for \( \mathcal{V}_i \) the variable domain of \( s_i \). \( s|_{\mathcal{A}} \) can be naturally extended to sets of flows. We define the asynchronous composition of two synchronous components \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \), denoted by \( \mathcal{P}_1 || \mathcal{P}_2 \), by its behaviors: \( F(\mathcal{T}(\mathcal{P}_1)) || F(\mathcal{T}(\mathcal{P}_2)) \).

### Definition 4: A synchronous system \( \mathcal{P} \) is endochronous if for streams \( t_1 \) and \( t_2 \), \( t_1|_{\mathcal{V}_s} =_{\mathcal{F}} t_2|_{\mathcal{V}_s} \) implies \( t_1 =_{\mathcal{F}} t_2 \).

### Definition 3: A synchronous system \( \mathcal{P} \) is flow-insensitive if for streams \( t_1 \) and \( t_2 \), \( t_1|_{\mathcal{V}_s} =_{\mathcal{F}} t_2|_{\mathcal{V}_s} \) implies \( t_1 =_{\mathcal{F}} t_2 \).

Intuitively, an endochronous system can reconstruct the stretch-equivalent streams from the asynchronous inputs as the synchronous system does, while a flow-insensitive component rebuilds the flow-equivalent streams. Therefore endochronous
systems are flow-insensitive, as stretch-equivalence implies flow-equivalence. The notion of flow-sensitivity generalizes endochny as well as weak-endochny [5].

Definition 4: [5] The asynchronous composition of synchronous systems \( P_1 \parallel \ldots \parallel P_n \) is isochronous if and only if \( \text{Fl}(T(P_1)) \parallel \ldots \parallel \text{Fl}(T(P_n)) = \text{Fl}(T(P_1) \parallel \ldots \parallel P_n) \).

Isochrony ensures that the asynchronous composition should have exactly the same flows of computations as the synchronous composition, so that the desynchronization won’t introduce new flows of behaviors. We examine isochrony in the following subsection in detail.

A. The Problem

Let’s go back to the example in Figure 3. First, all three components are endochnous, since they all have only one input and one output. Therefore flow-equivalence and stretch-equivalence coincide. The Gustave function in Figure 1 is endochnous, since at each reaction step, there is a unique action that can be triggered. Endochny can be checked statically [4], however endochnous compositions are not necessarily isochronous. Checking isochrony is undecidable [5], and the worse is that isochrony is not compositional, i.e., for systems of \( P_1, \ldots, P_n \), even if each \( P_i \parallel_a P_j \) is isochronous, \( P_1 \parallel_a \ldots \parallel_a P_n \) may not be isochronous. These facts are reflected in Figure 3.

First, \( P_1 \parallel_{[a]} P_2 \) and \( P_1 \parallel_{[a]} P_3 \) are all isochronous. For example, for any flow \( s \) of \( P_1 \parallel_{[a]} P_2 \), we can always separate the two flows \( s_1 = s_{[a]} (x_1, x_2) \) and \( s_2 = s_{[b]} (x_2, x_3) \). In particular, \( s_1 \) and \( s_2 \) share \( s_{[b]} (x_2) \) which is written by \( P_1 \) and read by \( P_2 \). Therefore in the corresponding stream of \( P_1 \), say \( t_1 \), \( \text{clk}(x_2) \) is set by \( P_1 \). We use \( t_1[x_2] \) as input to \( P_2 \) and assume \( t_2 \) is produced by \( P_2 \). Since \( P_2 \) is endochnuous and \( \text{Fl}(t_2)[x_2] = s_{[b]}(x_2, x_3) \), it must be \( \text{Fl}(t_2) = s_2 \), therefore \( t_1[t_2] \in T(P_1 \parallel_{[a]} P_2) \) and \( \text{Fl}(t_1[t_2]) = s_1 \). Also, for any stream \( t \) of \( P_1 \parallel_{[a]} P_2 \), it is easy to see that once we split them into \( t_1[t_2] \), both \( \text{Fl}(t_1) \) and \( \text{Fl}(t_2) \) can be computed locally by \( P_1 \) and \( P_2 \) in \( P_1 \parallel_{[a]} P_2 \). To conclude, by Definition 4 \( P_1 \parallel_{[a]} P_2 \) is isochronous.

However \( P_1 \parallel_{[a]} P_2 \parallel_{[a]} P_3 \) is not isochronous anymore. This can be verified by examining the right column of Figure 3. In particular, according to \( P_1 \parallel_{[a]} P_2 \), \( x_2 \) should be present at the successive reaction of the reaction \( x_1 \) is read and \( x_3 \) is present at the successive reaction of the reaction \( x_2 \) is read. However both \( P_2 \parallel_{[a]} P_3 \) and \( P_1 \parallel_{[a]} P_3 \) demand \( x_1 \) and \( x_3 \) to appear at the same reaction. As a result \( T(P_1 \parallel_{[a]} P_2) \parallel_{[a]} P_3 \) is empty. Nevertheless, \( \text{Fl}(t_1[t_2, t_3]) \parallel_{[a]} \text{Fl}(t_1[t_3]) \parallel_{[a]} \text{Fl}(t_1[1, 3]) \) exists, therefore the asynchronous composition is not isochronous.

B. The Main Theorem

The counterexample in Figure 3 shows the complexity during desynchronization: neither does the composition of endochnuous systems nor mutually isochronous systems lead to an isochronous network. As already discussed in the introduction, in order to avoid creating new behaviors, we must pay respect to the original clocks that coordinate the synchronous components. As a result, for a partitioned system \( P = P_1 \parallel \ldots \parallel P_n \), we demand the following two assumptions:

1. The synchronous system \( P \) is constructive and clock-consistent.

2. Each system component \( P_i \) is flow-insensitive.

Clock-consistency is important not only for ensuring isochronous composition, but also for defining whether a component is flow-insensitive. As an example, \( \rho : (\text{true} \Rightarrow o = x + y) \) is clearly constructive, however it is not flow-insensitive considering all inputs. Given the following input: \( x : (\text{true}, 3), y : (\text{false}, 6) \), assume \( r \) is the reaction to this pair of inputs. As \( \text{grd}(\rho) \) is true, \( r \) computes \( o \), indicating \( \text{clk}(y) = \text{true} \). Nevertheless by the input of \( y \), \( \text{clk}(y) \) is false and therefore used \( (r, y) \neq (\text{clk}(y), r) \), i.e. \( P \) is not clock-consistent. This example shows the necessity to take inputs into consideration. In particular, in order for \( P \) to be clock-consistent the environment must push the inputs to it in a friendly way, so that the input variables’ clocks are set consistently with the timing they are used.

If we insist that \( P \) must be clock-consistent, then it is easy to see that the inputs’ clock must satisfy \( (\text{clk}(x))_r \rightarrow (\text{clk}(y))_r \), for all reactions \( r \), so that whenever one of the inputs’ clock is set, the other’s must also be set. When both values appear, the computation is performed. Therefore, it is obviously the case that \( P \) is flow-insensitive. If we drop the assumption of clock-consistency, \( P \) would not be flow-insensitive to the following two inputs:

\[
\begin{align*}
t_1 & = 3 \ 4 \ldots \\
y & = 1 \ 5 \\
t_2 & = \square \ 3 \ 4 \\
y & = 1 \ 5 \ldots
\end{align*}
\]

where \( t_1 \) and \( t_2 \) are flow-equivalent, as for \( t_1 \) the first two outputs of \( P \) are \( (\text{true}, 4), (\text{true}, 9) \) but for \( t_2 \) the first output is \( (\text{true}, 8) \). Until now, we can formally present our main theorem:

Theorem 5: For a constructive and clock-consistent synchronous system \( P = P_1 \parallel \ldots \parallel P_n \), \( P_1 \parallel_a \ldots \parallel_a P_n \) is isochronous if each \( P_i \) is flow-insensitive.

Proof: (sketch) By definition of isochrony, we need to prove \( \text{Fl}(T(P_1)) \parallel_a \ldots \parallel_a \text{Fl}(T(P_n)) \subseteq \text{Fl}(T(P_1) \parallel \ldots \parallel P_n) \) and \( \text{Fl}(T(P_1)) \parallel_a \ldots \parallel_a \text{Fl}(T(P_n)) \subseteq \text{Fl}(T(P_1) \parallel \ldots \parallel P_n)) \).

(\subseteq) Assume \( s \in \text{Fl}(T(P_1) \parallel \ldots \parallel P_n) \), then there must be a stream \( \tau \in T(P_1) \parallel \ldots \parallel P_n \) such that \( s = \text{Fl}(\tau) \). We can extract for each \( P_i \) its own stream \( s_i = \tau|_{\text{Fl}(P_i)} \in T(P_i) \) from \( \tau \) and \( s_i = \text{Fl}(s_i) \). Then it is easily seen that: \( s = s_1[a] \ldots a s_n[\text{Fl}(T(P_1)) \parallel_a \ldots \parallel_a \text{Fl}(T(P_n))]) \).

(\supseteq) Without losing generality, we assume \( P = P_1 \parallel P_2 \) and \( s = s_3[a] s_2 \in \text{Fl}(T(P_1)) \parallel_a \text{Fl}(T(P_2)) \) with the structure:

for the given flows \( s_1[a], s_1[f] \) there are unique flows \( s'_1 \) and \( s'_2 \) produced by \( P \). Since \( P \) is causally correct, there are no causal cycles between \( P_1 \) and \( P_2 \). Therefore, \( P_1 \) computes to channel \( b \) only depending on inputs from \( a \) and previously computed values from \( c \). By flow-sensitivity of \( P_1 \), a unique flow to \( b \) is computed. This is the same case for \( P_2 \). Therefore, \( s'_1 = s_1 \) and \( s'_2 = s_2 \). Finally, since \( P \) is clock-consistent, when pushing \( s_1[a] \) and \( s_2[f] \) to \( P \) in a clock-consistent way, there must be stream \( t \in T(P) \) and \( \text{Fl}(t) = s_3[a] s_2 = s \).
A natural application of the main theorem to endochronous components leads to the following corollary:

Corollary 6: For a constructive and clock-consistent synchronous system $\mathcal{P} = \mathcal{P}_1 \ldots \mathcal{P}_n$, if every $\mathcal{P}_i$ is endochronous, then $\mathcal{P}_1 \| \ldots \| \mathcal{P}_n$ is isochronous.

Corollary 6 follows immediately from Theorem 5 and the fact that endochronous systems are flow-insensitive. Now we can check that the example in Figure 3 cannot be desynchronized, as the synchronous composition $\rho_1 \| \rho_2 \rho_3$ is not clock-consistent.

IV. IMPLEMENTATION ISSUES

A. Building Wrappers

By the main theorem, we also need to make sure that each synchronous component is flow-insensitive. Therefore we try to build wrappers for the components ensuring their flow-insensitivity (which might not be always possible). A wrapper periodically checks the input channels, and decides based on the observed values whether to trigger a reaction, i.e., to determine the set of firing rules. Checking flow-insensitivity is undecidable (otherwise isochrony is decidable), and we check instead for endochrony, which is statically verifiable.

In particular, it is shown in [14] that verifying endochrony of a state-less node in a data-processing network can be reduced to checking if the firing rules describing its behaviors overlap. At each reaction, a firing rule tests the input patterns and based on each pattern triggers a corresponding action. For example, it is easy to see that the firing rules of the Gustave function do not overlap. This technique can be extended to a synchronous component shown as follows.

Given a GA $\rho$, let $\text{term}(\rho)$ be all arithmetic terms occurring in $\rho$ not having the form $\text{clk}(x)$ and let $\mathcal{V}_t^\rho = \bigcup_{t \in \text{term}(\rho)} \text{rd}(t)$. Denote $\text{Norm}(\rho)$ be the normalized formula of $\rho$ such that for all $t$ in term($\rho$), if it is a conjunct then replace it by true, or if it is a disjunct then replace it by false. The clock trigger of $\rho$ is defined as:

$$\text{CT}(\rho) = \text{Norm}(\text{grd}(\rho)) \land \bigwedge_{x \in \mathcal{V}_t^\rho} \text{clk}(x)$$

We further define:

TrigPatt($\rho$) := \{(G, V_G G ) \mid G \subseteq V_G \text{ such that there exist:} \}
\text{I} := \{\text{clk}(x) \mid x \in G \rightarrow \text{true},
\text{I}' := \{\text{clk}(x) \mid x \in V_G \rightarrow \text{false},
\text{I}'' := \{\text{clk}(x) \mid x \in V_G \rightarrow \text{true, false},
(\text{I} \cup \text{I}' \cup \text{I}'') = \text{CT}(\rho)
\}

FiringRule($\rho$) := \langle \text{TrigPatt}(\rho), \text{act}(\rho) \rangle

TrigPatt($\mathcal{P}$) := \{(G, G') \mid \exists \rho \in \mathcal{P}. (G, G') \in \text{TrigPatt}(\rho)\}

FiringRules($\mathcal{P}$) := \{\langle \text{FiringRule}(\rho) \mid \rho \in \mathcal{P} \}

We say that the firing rules $\text{FiringRules}(\mathcal{P})$ of system $\mathcal{P}$ overlap, if there exists $(G, G')$ and $(F, F')$ in $\text{TrigPatt}(\mathcal{P})$ such that either $G \cap F \neq \emptyset$ or $G' \cap F' \neq \emptyset$. Finally, we utilize the result in [14] and introduce the following theorem:

Theorem 7: A synchronous system $\langle \mathcal{V}, \mathcal{P} \rangle$ is endochronous if the firing rules of $\mathcal{P}$ do not overlap.

For example, consider the following synchronous systems:

$$\rho_1 : \{i_1 > 0 \land \text{clk}(i_1) \land \lnot \text{clk}(i_2) \Rightarrow \text{next}(i_1) = f(i_1, i_3) \}
\rho_2 : \{i_1 \leq 0 \land \lnot \text{clk}(i_2) \land \text{clk}(i_3) \Rightarrow i_1 = h(i_3) \}
\rho_3 : \{\text{clk}(i_1) \lor \text{clk}(i_2) \Rightarrow o = f(i_1, i_3) \}
\rho_4 : \{\lnot \text{clk}(i_1) \land \lnot \text{clk}(i_3) \Rightarrow o = f(i_1, i_2) \}

\text{where } V_{in} = \{i_1, i_2, i_3\}, V_{loc} = \{l_1\} \text{ and } V_{out} = \{o\}, \text{ and we have:}

$$\text{CT}(\rho_1) = (\text{clk}(i_1) \land \lnot \text{clk}(i_2)) \land (\text{clk}(i_1) \land \text{clk}(i_3))$$
$$\text{TrigPatt}(\rho_1) = \{\{i_1, i_3, \{i_2\}\} \}
\text{CT}(\rho_2) = (\lnot \text{clk}(i_2) \land \text{clk}(i_3)) \land (\text{clk}(i_1))$$
$$\text{TrigPatt}(\rho_2) = \{\{i_1, i_3, \{i_2\}\} \}
\text{CT}(\rho_3) = (\text{clk}(i_1) \lor \text{clk}(i_2)) \land (\text{clk}(i_1) \land \text{clk}(i_3))$$
$$\text{TrigPatt}(\rho_3) = \{\{i_1, i_3, \{i_2\}, \{i_2, i_3\}, \{i_1, i_2, i_3\}, \emptyset\} \}
\text{CT}(\rho_4) = (\lnot \text{clk}(i_1) \land \lnot \text{clk}(i_3)) \land (\text{clk}(i_2))$$
$$\text{TrigPatt}(\rho_4) = \{\{i_2\}, \{i_1, i_3\}\}

For example, for $\rho_3$, we have:

$$\{\text{clk}(i_1) \rightarrow \text{true}, \text{clk}(i_2) \rightarrow \text{false}, \text{clk}(i_3) \rightarrow \text{true},
\text{clk}(i_1) \rightarrow \text{true}, \text{clk}(o) \rightarrow \text{true}\}

is a proper interpretation satisfying $\text{CT}(\rho_3)$ from which $\{i_1, i_3\}, \{i_2\}$ is extracted in $\text{TrigPatt}(\rho_3)$, and $\rho_1\|\rho_3$ is not endochronous because $\text{TrigPatt}(\rho_1\|\rho_3)$ overlaps. In particular, variable pairs in $\text{TrigPatt}(\rho_3)$ already overlap inside. Instead, $\rho_2\|\rho_3$ is endochronous, since the trigger patterns of $\rho_2$ and $\rho_4$ do not overlap, and $\rho_1\|\rho_2$ is endochronous, since their trigger patterns coincide.

B. Explicit Absent Signaling

Once we found $\rho_1\|\rho_3$ to be not endochronous, we can transmit additional absent signals to make it endochronous. In particular, for $\rho_1\|\rho_3$, we should explicitly transmit the absent value for $i_1$ and $i_2$ when their clocks are down. This degenerates our implementation to a latency-insensitive design [15].

V. EXPERIMENTAL RESULTS

For illustrating our theorem and related concepts, we propose case studies inspired by [16] where FPGA are exploited for hardware acceleration of continuous queries against streams of data. A query plan is translated from a query language like SQL and is used for computing a data query. In [16], all query plans are implemented purely synchronously, i.e., as synchronous circuits. For better performance, a natural extension is to apply our synchronous design flow to desynchronize the synchronous implementation into an isochronous network.

Our case study is a set of 4 stream query plans for real-time stock-market queries, similar to those in [16]. In particular, $Q_1 = \text{SepBuy}||\text{SepSell}$ separates the trades into two types: buys and sells, $Q_2 = \text{AvgBuy}$ and $Q_3 = \text{InBuy}||\text{InSell}||\text{Count}$ computes the average prices and total number of trades from two input sequences of trades respectively. Finally $Q_4 = \text{Fork}||\text{Win}_1||\text{Win}_2||\text{Merge}$ computes the weighted price of trades regarding a period of time (by using sliding windows). Because of the similarity between the model of computation
of streaming queries (particularly discrete logical time) and synchronous programs, we can easily translate the query plans to synchronous programs and perform our analysis.

Table I shows whether endochrony holds for each query plan’s components, where ✓ means the component is endochronous and ✗ means it lacks of endochrony. Based on the results of Table I, we show the result of desynchronization of the query plans in Table II, where the column ‘Assumption’ lists whether the synchronous composition satisfies the assumptions 1 and 2 of our theorem (✓ for satisfied and ✗ for not satisfied), column ‘Signaling’ lists whether no additional signaling is needed (✓ for not needed, ✗ for needed, and - for not applicable), and the last column lists whether the decomposition is isochronous.

For example, Count is not endochronous, therefore it needs additional signaling of absent values when desynchronizing Q3. Avg is assuming that the bought trades and sold trades coming at the same reaction, which is not the case for SepBuy and SepSell (as they separate one single trade stream into two different streams, therefore values of two streams never appear at the same reaction). Therefore Q2 ∥ Q3 is not clock-consistent. Q4 uses two copies of a size-2 window to accelerate the weighted price of the two latest trades, therefore Fork outputs two copies of one single trade to both windows at each reaction, and only one of the windows will output a weighted price at each reaction to Merge, and therefore forms a pipeline. All four components of Q4 are endochronous, and the desynchronization is isochronous.

VI. CONCLUSIONS

In this paper, we proved a theorem that states that the desynchronization of a synchronous composition of components is correct provided that each component is endochronous, constructive, and that the variables are clock-consistent. We use the notion of clock-consistency as a replacement of isochrony as defined in [5], [6], and therefore come back to its original meaning as introduced in [4]. The great advantage over the definition of isochrony given in [5], [6] is that checking clock-consistency is decidable, and can be done by model-checkers using state-based reasoning instead of considering streams or flows of data values.
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